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Abstract. We construct the Green bundles for an energy level without conjugate points of a
convex Hamiltonian. In this case we give a formula for the metric entropy of the Liouville
measure and prove that the exponential map is a local diffeomorphism. We prove that the
Hamiltonian flow is Anosov if and only if the Green bundles are transversal. Using the
Clebsch transformation of the index form we prove that if the unique minimizing measure
of a generic Lagrangian is supported on a periodic orbit, then it is a hyperbolic periodic
orbit.

We also show some examples of differences with the behaviour of a geodesic flow
without conjugate points, namely: (non-contact) flows and periodic orbits without invariant
transversal bundles, segments without conjugate points but with crossing solutions and
non-surjective exponential maps.

0. Introduction
LetM be a closed connected Riemannian manifold andT ∗M its cotangent bundle. By a
convex Hamiltonian onT ∗M we shall mean aC3 functionH : T ∗M → R satisfying the
following conditions.
(a) Convexity: For all q ∈ M, p ∈ T ∗q M, the Hessian matrix(∂2H/∂pi∂pj )(q, p)

(calculated with respect to linear coordinates onT ∗q M) is positive definite.
(b) Superlinearity:

lim|p|→∞
H(q, p)

|p| = +∞.

TheHamiltonian equationfor H is defined as

q ′ = Hp, p′ = −Hq, (1)

whereHq andHp are the partial derivatives with respect toq andp. Observe that the
Hamiltonian functionH is constant along the solutions of (1). Its level sets6 = H−1{e}
are calledenergy levelsofH . Then the compactness ofM and the superlinearity hypothesis
imply that the energy levels are compact. Since the Hamiltonian vectorfield (1) is Lipschitz,
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the solutions of (1) are defined on all ofR. Denote byψt the correspondingHamiltonian
flowonT ∗M.

Our main interest in this paper are thedisconjugateorbits of the Hamiltonian flow, i.e.
orbits without conjugate points. Letπ : T ∗M → M be the canonical projection and define
thevertical subspaceonθ ∈ T ∗M byV (θ) = ker(dπ). Two pointsθ1, θ2 ∈ T ∗M are said
to beconjugateif θ2 = ψτ (θ1) for someτ 6= 0 anddψτ (V (θ1)) ∩ V (θ2) 6= {0}.

In this work we generalize some results of the theory of geodesics without conjugate
points. A first step is to construct theGreen subspacesfor disconjugate orbits.

PROPOSITIONA. Suppose that the orbit ofθ ∈ T ∗M does not contain conjugate points
andH(θ) = e is a regular value ofH . Then there exist twoϕ-invariant Lagrangian
subbundlesE, F ⊂ T (T ∗M) along the orbit ofθ given by

E(θ) = lim
t→+∞ dψ−t (V (ψt (θ))),

F(θ) = lim
t→+∞ dψt(V (ψ−t (θ))).

Moreover,E(θ)∪F(θ) ⊂ Tθ6, E(θ)∩V (θ) = F(θ)∩V (θ) = {0}, 〈X(θ)〉 ⊆ E(θ)∩F(θ)
and dimE(θ) = dimF(θ) = dimM, whereX(θ) = (Hp,−Hq) is the Hamiltonian
vectorfield and6 = H−1{e}.

These bundles were constructed for disconjugate geodesics of Riemannian metrics by
Green [19] and of Finsler metrics by Foulon [18]. In the Finsler case this is done by
defining a new connectioñ∇ such that the solutionsγ of the Euler–Lagrange equation
satisfy ∇̃γ̇ (γ̇ ) ≡ 0. This approach leads to extensions of many important theorems in
Riemannian geometry to Finsler geometry. See Chern [6] and the references therein for a
survey and an introduction to this field.

If the energy level6 does not have conjugate points, the Green bundlesE andF can
be defined on allθ ∈ 6. Nevertheless, in general they are neither continuous (cf. [4]) nor
transversal inT6 (i.e. dimE ∩ F = 1).

An example of the relationship between the transversality of the Green subspaces and
hyperbolicity appears in the following.

PROPOSITION B. Let 0 be a periodic orbit ofψt without conjugate points. Then0 is
hyperbolic (on its energy level) if and only ifE(θ)∩F(θ) = 〈X(θ)〉 for someθ ∈ 0, where
〈X(θ)〉 is the one-dimensional subspace generated by the Hamiltonian vectorfieldX(θ).
In this caseE andF are its stable and unstable subspaces.

We can compare Proposition A with the following theorem by Paternain and Paternain
[32].

THEOREM 0.1. (Paternain [32]) Suppose thate is a regular value ofH , and thatψt |6
admits a continuous invariant Lagrangian subbundleE. Then:

(a) E(θ) ∩ V (θ) = {0} ∀θ ∈ 6;
(b) π(6) = M;
(c) 6 contains no conjugate points.
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It is not difficult to see (e.g. [24]) that when the flowψt |6 is Anosov, the stable and
unstable subbundles ofT6 are Lagrangian. Paternain’s theorem then implies that Anosov–
Lagrangian flows do not have conjugate points. This result was proven for geodesic flows
by Klingenberg [23]. An extension of the Klingenberg result appears in Ma˜né [24].

Define

B(θ) =
{
ξ ∈ Tθ6

∣∣∣∣ sup
t∈R
|dψt(θ)ξ | < +∞

}
.

An important property (cf. Proposition 1.11) in the proof of Proposition B is that if
the orbit of θ is disconjugate thenB(θ) ⊆ E(θ) ∩ F(θ). This in turn implies that
〈X(θ)〉 ⊆ E(θ)∩F(θ) andE(θ)∪F(θ) ⊆ Tθ6 (cf. Corollary 1.12). The global version of
Proposition B is given by the following.

THEOREM C. Let6 = H−1{e} be a regular energy level without conjugate points. Then
the following statements are equivalent:
(a) ψt |6 is Anosov;
(b) for all θ ∈ 6, E(θ) andF(θ) are transversal inTθ6;
(c) for all θ ∈ 6, E(θ) ∩ F(θ) = 〈X(θ)〉;
(d) if θ ∈ 6, v ∈ Tθ6, v /∈ 〈X(θ)〉 thensupt∈R |dψt (θ) · v| = +∞.
Where〈X(θ)〉 ⊂ Tθ6 is the one-dimensional subspace generated by the vectorfieldX(θ)

ofψ.

This theorem was proven by Eberlein (cf. [13]) for geodesic flows. For further
applications of this theorem see [9] or [11]. An interesting ingredient in its proof is
the characterization of recurrent quasi-hyperbolicR-actions of vector bundles. Given a
vector bundleπ : E → B consider a continuousR-action3 : R → Isom(E,E),
where3t : E → E is a bundle map which is a linear isomorphism on each fiber
and3s+t = 3s ◦ 3t . The action3 induces a continuous flowφt : B ←↩ such that
φt ◦ π = π ◦3t . We say that3 is quasi-hyperbolicif

sup
t∈R
|3t(ξ)| = +∞ for all ξ ∈ E, ξ 6= 0,

and we say that it ishyperbolicif there exists a continuous splittingE = Es ⊕ Eu and
C > 0,λ > 0 such that:
(i) |3t(ξ)| ≤ Ce−λt for all t > 0, ξ ∈ Es ;
(ii) |3−t (ξ)| ≤ Ce−λt for all t > 0, ξ ∈ Eu.

It is easy to see that hyperbolic actions are quasi-hyperbolic. The converse is false by
counterexamples found in Robinson [34] and Franks and Robinson [14]. But it is true with
an additional recurrency hypothesis (that in our case is always true because the Lagrangian
flow preserves the Liouville measure).

Define thenon-wanderingset�(φ) of φ as the set of pointsb ∈ B such that for every
neighbourhoodU of b there existsT > 0 such thatφT (U) ∩ U 6= 0. The following
theorem is a slight modification of a theorem in Freire [15], written there for quasi-Anosov
flows (i.e when3t = dφt andE is a continuous invariant subbundle ofT B transversal to
the vectorfieldX, see Theorem 3.1).
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THEOREM 0.2. Letπ : E→ B be a continuous vector bundle and3 : R→ Isom(E,E)
a continuousR-action with induced flowφt : π ◦ 3t = φt ◦ π . If 3 is quasi-hyperbolic
and�(φ|B) = B, then3 is hyperbolic.

For completeness of the exposition we present a proof of Theorem 0.2 in §3. The
reason for using this version of Freire’s result is that our Hamiltonian flows are not of
contact type anda priori they may not preserve any continuous bundle transversal to the
vectorfieldX(θ). Indeed, in the Appendix we show an example of a convex Hamiltonian
without conjugate points where this phenomenon occurs. The solution is to study the
behaviour of an (orbitwise) reparametrization of the flow which preserves a continuous
transverse bundleE ⊂ T (T ∗M). This reparametrization cannot be made global but instead
we use the quasi-hyperbolicity of the action3t(θ) = P(ψt (θ)) ◦ dψt(θ) ◦ P(θ) where
P(θ) : TθT ∗M → E(θ) is the projection along the direction of the vectorfieldX(θ).

Generic Lagrangians.
A C4 functionL : TM → R is called a (convex autonomous)Lagrangianif it satisfies the
following properties.
(a) Convexity: For all x ∈ M, v ∈ TxM, the Hessian matrix(∂2L/∂vi∂vj )(x, v)

(calculated with respect to linear coordinates onTxM) is positive definite.
(b) Superlinearity:

lim|v|→∞
L(x, v)

|v| = +∞,
uniformly onx ∈ R.

Observe that by the compactness ofM, theEuler–Lagrangeequation, which in local
coordinates is

d

dt

∂L

∂v
(x, ẋ) = ∂L

∂x
(x, ẋ), (2)

generates a complete flowϕ : TM ×R→ TM defined by

ϕt(x0, v0) = (x(t), ẋ(t)),
wherex : R → M is the maximal solution of (2) with initial conditionsx(0) = x0 and
ẋ(0) = v0.

A Lagrangian flow is conjugated to a Hamiltonian flow by the Legendre transform
FL : TM → T ∗M defined by

FL(x, v) =
(
x,
∂L

∂v
(x, v)

)
.

The corresponding Hamiltonian is given byH(q, p) = E(F−1
L (q, p)), whereE : TM →

R is theenergyfunction, defined by

E(x, v) := ∂L

∂v

∣∣∣∣
(x,v)

· v − L(x, v). (3)

Conversely, given a convex HamiltonianH onT ∗M, the corresponding convex Lagrangian
is given by the Legendre transform of the HamiltonianFH : T ∗M → T ∗∗M ≈ TM which
can be seen as

L(x, v) = max
p
{p(v)−H(x, p)} = (pHp −H) ◦ (FH)−1.
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Observe that item (b) in Theorem 0.1 implies that the energye of an Anosov level for
the Lagrangian flow satisfies

e > e0 := −max
p∈M L(p,0),

becausee0 is the minimal energy levele for whichπ(6) = M. Define

c(L) := −min

{∫
TM

Ldµ

∣∣∣∣ µ is aϕ − invariant probability

}
.

It is proven in [28] (see also [8]) thatc(L) ≥ e0.

We say that aϕ-invariant probabilityµ is minimizingif

c(L) = −
∫
Ldµ,

and we say that it isuniquely ergodicif it is the only invariant probability measure
supported inside supp(µ).

Action minimizing curves do not contain conjugate points. This fact is known since
Morse’s earlier works (cf. [30]). We present a simple proof of this fact in §4 and we use
Proposition B to prove the following theorem, which was stated as Theorem III in Ma˜né’s
unfinished work [28].

THEOREM D. There exists a generic setO ⊆ C∞(M,R) such that for allφ ∈ O the
LagrangianL+φ has a unique minimizing measure and this measure is uniquely ergodic.
When this measure is supported on a periodic orbit or a fixed point, this orbit (point)0 is
hyperbolic and its stable and unstable manifolds intersect transversallyWs(0) t Wu(0).

In Mañé [28], it is conjectured that there exists a generic setO such that this unique
minimizing measure is supported on a periodic orbit or an equilibrium point.

The first statement of Theorem D was proved by Ma˜né in [26]. Here we prove the
generic hyperbolicity of the minimizing periodic orbit and the transversality property
Ws(0) t Wu(0). The hyperbolicity of0 was announced in Ma˜né [28] and the
transversalityWs(0) t Wu(0) was conjectured in Ma˜né [27]. We use the Clebsch
transformation [7] to derive formulas for the index form on an orbit without conjugate
points. Then we use similar arguments to the Rauch comparison theorem to obtain the
transversality of the Green bundles of the periodic orbit. Finally, Proposition B implies the
hyperbolicity of the periodic orbit.

The metric entropy.

The machinery developed for the proof of Theorem C can be used to obtain formulas for
the metric entropy of a Hamiltonian flow without conjugate points. Oseledec’s theory [31]
gives a splitting

Tθ6 = Es(θ)⊕Ec(θ)⊕ Eu(θ)
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for a set of pointsθ ∈ 3 ⊆ 6 of total measure, such that

lim
t→±∞

1

t
log |dψt(θ)ξ | < 0 for ξ ∈ Es(θ),

lim
t→±∞

1

t
log |dψt(θ)ξ | = 0 for ξ ∈ Ec(θ),

lim
t→±∞

1

t
log |dψt(θ)ξ | > 0 for ξ ∈ Eu(θ).

Following Freire and Ma˜né [16], we see in Proposition 1.14 that

Eu(θ) ⊆ F(θ) ⊆ Eu(θ)⊕Ec(θ),
Es(θ) ⊆ E(θ) ⊆ Es(θ)⊕ Ec(θ).

Given a Riemannian metric onM, define thehorizontal subspaceas the kernel of the
connection map. Then there exist symmetric linear isomorphismsU : H(θ)→ V (θ) such
thatF(θ) = graph(U(θ)) for all θ ∈ 6. They satisfy the Ricatti equation (7)

U̇+ UHppU+ UHpq +HqpU+Hqq = 0,

whereHpp,Hqp,Hpq andHqq are linear maps which coincide with the second derivatives
of H in local coordinates, anḋU is the covariant derivative ofU defined as

U̇(θ)v = lim
h→0

1

h
[τhU(ψh(θ))v − U(θ)v] ∈ V (θ) ≈ T ∗θ M,

whereτh : T ∗πψh(θ)M → T ∗π(θ)M is the parallel transport.
For θ ∈ 3 define the unstable Jacobian by

χ(θ) := lim
T→+∞

1

T
log |detdψT |Eu(θ)|.

We prove in Proposition 1.14 that

χ(θ) = lim
T→+∞

1

T

∫ T

0
tr[Hpq +HppU](ψt (θ)) dt,

where tr[ ] is the trace. From Ruelle’s inequality [35], for any invariant measureµ for
ψt |6, we obtain that the metric entropy satisfies

hµ(ψ|6) ≤
∫
6

χ dµ ≤
∫
6

tr[Hpq +HppU] dµ.

Pesin’s formula states that for a smooth invariant measureµ of a C1+α diffeomorphism
f : N ←↩, we have that

hµ(f ) =
∫
N

χ dµ.

In our case we obtain the following.

THEOREM E. Let m be the Liouville measure on an energy level6 without conjugate
points. Then

hm(ψ|6) =
∫
6

tr[Hpq +HppU] dm.

This theorem was proved for geodesic flows by Freire and Ma˜né [16], Finsler metrics
by Foulon [18] and mechanical Lagrangians by Innami [22].
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The exponential map.
The quasi-hyperbolicity in the caseE(θ) t F(θ) is obtained from Proposition 1.10 which
states the horizontal growth of vertical vectors, i.e.

lim
t→+∞‖dπ ◦ dψt |V (θ)‖ = +∞.

The bounds obtained in Proposition 1.10 are not uniform, from an example in Ballmann
et al [4]. In §6 we give a uniform lower bound for‖dπ ◦ dψt |V (θ)‖, θ ∈ 6, |t| ≥ 1. This
bound was given by Freire and Ma˜né [16] in the case of geodesic flows.

Define the exponential map of an energy level6 as expq : T ∗q M → M, expq(tθ) =
π(ψt(θ)), whereθ ∈ 6 ∩ T ∗q M and q is a regular value ofπ : 6 → M. This
map is not differentiable at0 ∈ T ∗q M, but its Lagrangian version is differentiable with
d expq(0) = I . An important question is whether the lift of this map to the universal

cover, expq : T ∗q M → M̃, is a diffeomorphism in an energy level without conjugate

points and, in particular, if the universal coverM̃ is homeomorphic toRn. We show in
Corollaries 1.18 and 1.13 that if the energy level6 has no conjugate points then expq is a
local diffeomorphism andπ(6) = M.

Let 2 = p dq be the Liouville’s 1-form (4) inT ∗M. Given a regular energy level6
andq ∈ π(6), let6q := (π |6)−1{q}. SinceM̃ is simply connected, in order to obtain a
global diffeomorphism expq : T ∗q M → M̃ it is sufficient to show that expq is a covering
map. For this it is enough that2(X) > 0. Indeed, in §6 we prove the following.

THEOREM F. LetH : T ∗M → R be convex and6 = H−1{e} a regular energy level.
Suppose thatq ∈ π(6) satisfies the following.
(a) The positive orbit of allθ ∈ 6q has no conjugate points.
(b) inf{|2(X(ϑ))| | ϑ ∈ ψR+(6q)} > 0.
Then the (Lagrangian) exponential mapexpq : T ∗q M̃ → M̃ associated to(ψt ,6) is a
diffeomorphism.

We give an example (cf. Example A.4) in the appendix in which expq is not surjective
and where all the orbits in6 ofψt starting atπ−1{q} have no conjugate points. This shows
that condition (a) is not sufficient in Theorem F. By Theorem X in Ma˜né [28] (see also [8]),
this cannot happen for high energy levels. Example A.1 in the appendix also shows that the
norm of the derivative‖dθ (expq)‖ may not be bounded below on an energy level without
conjugate points. We do not know if the exponential map is a diffeomorphism when the
whole energy level has no conjugate points.

The condition2(X) = pHp > 0 is written2(X) = vLv > 0 in Lagrangian
form. It is satisfied by Finsler Lagrangians,L(x, v) = 1

2‖v‖2x , mechanical Lagrangians
L(x, v) = 1

2〈v, v〉x − φ(x) (with 2(X) = 1, H(q, p) = 1
2〈p,p〉q + φ(q)) and all

convex Hamiltonians on sufficiently high energy levels. It fails for magnetic Lagrangians
L(x, v) = 1

2〈v, v〉x − φ(x) + ηx(v) (with dη 6= 0) on lower energy levels. If one adds
a closed 1-form to a Lagrangian, the Euler–Lagrange equation, and hence the Lagrangian
flow, do not change. This may help to make a given Lagrangian flow satisfy condition (b).
See Remark 6.5 and [9] for a characterization of the energy levels for which this condition
holds for a convex Lagrangian. See [10] for other proofs of Theorem F and its converse.
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The obstruction to obtain a bound on‖dψt (θ)(expq)‖ is the following angle
^(X(ψt(θ)), dψt (V (θ) ∩ Tθ6)). If the orbit of θ is disconjugate this angle is always
non-zero by Proposition 1.16. In Example A.3 of the Appendix, this angle reaches zero
beforethe first conjugate point appears. Moreover, there are crossings of solutions on6

starting atπ(θ) before the first conjugate point.
In §1 we prove Proposition A, Theorem E and we show the proof of item (c) in

Theorem 0.1. In §2 we study the transversal behaviour of the Hamiltonian flow and prove
Proposition B. In §3 we show the proof of Theorem 0.2 and we prove Theorem C. In §4
we give a characterization of the index form and in §5 we prove Theorem D. In §6 we
give a uniform lower bound fordπ ◦ dψt |V (θ) and prove Theorem F. Finally, we add some
examples in the Appendix.

1. The Green bundles
For the proof of the basic results in this section see Abraham and Marsden [1]. There is a
canonical symplectic structure onT ∗M given by a closed non-degenerate 2-formω = d2,
where2 is the Liouville’s 1-form, defined by

2θ(ξ) = θ(dπ(θ)ξ), (4)

whereπ : T ∗M → M is the canonical projection. The Hamiltonian vectorfieldX of
a functionH : T ∗M → R is defined byω(X, ·) = −dH . The Hamiltonian flowψt
preserves the functionH and the 2-formω. The level sets ofH are calledenergy levels.
Given a local chartq : U ⊆ M → Rn it induces anatural chart(q, p) : T ∗U → Rn×Rn
of T ∗M. In natural charts the Liouville’s 1-form is written as2 = p dq. Hence, in natural
charts,ω = dp ∧ dq and the Hamiltonian equations are given by

q̇ = Hp, ṗ = −Hq. (5)

In general, a set of local coordinates(q, p) of T ∗M is calledsymplecticif the canonical
2-form is written asω = dp ∧ dq. A subspaceE ⊂ T (T ∗M) is said to beLagrangianif
dimE = n = dimM andω(x, y) = 0 for all x, y ∈ E.

Fix a Riemannian metric onM and the corresponding induced metric onT ∗M. Then
TθT

∗M splits as a direct sum of two Lagrangian subspaces: the vertical subspaceV (θ) =
ker(dπ(θ)) and the horizontal subspaceH(θ) given by the kernel of the connection map.
Using the isomorphismK : TθT ∗M → Tπ(θ)M × T ∗π(θ)M, ξ 7→ (dπ(θ)ξ,∇θ (πξ)),
we can identifyH(θ) ≈ Tπ(θ)M × {0} andV (θ) ≈ {0} × T ∗π(θ)M ≈ Tπ(θ)M. If we
choose local coordinates alongt 7→ πψt (θ) such thatt 7→ (∂/∂qi)(πψt (θ)) are parallel
vectorfields, then this identification becomesξ ↔ (dq(ξ), dp(ξ)). LetE ⊂ TθT ∗M be an
n-dimensional subspace such thatE ∩ V (θ) = {0}. ThenE is a graph of some linear map
S : H(θ) → V (θ). It can be checked thatE is Lagrangian if and only if in symplectic
coordinatesS is symmetric.

Proof of Proposition A.Takeθ ∈ T ∗M andξ = (h, v) ∈ TθT ∗M = H(θ) ⊕ V (θ) ≈
Tπ(θ)M ⊕ Tπ(θ)M. Consider a variation

αs(t) = (qs(t), ps(t)),
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such that for eachs ∈] − ε, ε[, αs is a solution of the HamiltonianH such thatα0(0) = θ
and (d/ds)αs(0)|s=0 = ξ . Writing dψt(ξ) = (h(t), v(t)), we obtain the Hamiltonian
Jacobi equations

ḣ = Hpqh+Hppv, v̇ = −Hqqh−Hqpv, (6)

where the covariant derivatives are evaluated alongπ(αo(t)), andHqq , Hqp, Hpp and
Hpq are linear operators onTπ(θ)M, which in local coordinates coincide with the matrices
of partial derivatives(∂2H/∂qi∂qj ), (∂2H/∂qi∂pj ), (∂2H/∂pi∂pj ) and(∂2H/∂pi∂qj ).
Moreover, since the HamiltonianH is convex, thenHpp is positive definite.

We now derive the Ricatti equation. LetE be a Lagrangian subspace ofTθT ∗M.
Suppose that fort in some interval] − ε, ε[ we have thatdψt(E) ∩ V (ψt (θ)) = {0}.
Then we can writedψt(E) = graphS(t), whereS(t) : H(ψtθ)→ V (ψtθ) is a symmetric
map. That is, ifξ ∈ E then

dψt(ξ) = (h(t), S(t)h(t)).
Using equation (6) we have that

Ṡh+ S(Hpqh+HppSh) = −Hqqh−HqpSh.
Since this holds for allh ∈ H(ψt(θ)) we obtain the Ricatti equation:

Ṡ + SHppS + SHpq +HqpS +Hqq = 0. (7)

Take the symmetric mapS(t) for which dψt(V (θ)) = graph(S(t)), t > 0. Let
Y (t) : Tπ(θ)M ≈ V (θ) → H(ψtθ) ≈ Tπψt θM, t ∈ R, be the family of isomorphisms
Y (t)w = dπ · dψt (θ)(0, w), where(0, w) ∈ H(θ)⊕ V (θ). Then fort > 0,Y (t) satisfies

Ẏ = (Hpq +HppS)Y, Y (0) = 0, Ẏ (0) = Hpp, (8)

whereẎ (0) is calculated from (8) using that

lim
t→0

S(t)Y (t) = I.

Givenu ∈ Tπ(θ)M, define

h1(t) = Y (t)u, v1(t) = S(t)Y (t)u, t > 0.

Then(h1, v1) is a solution of equation (6) withh1(0) = 0,v1(0) = u. Let ξ ∈ TθT ∗M and
let (h(t), v(t)) = dψt (ξ) ∈ H ⊕ V . Sincedψt preserves the symplectic form, we have
that

〈h(t), v1(t)〉 − 〈v(t), h1(t)〉 = 〈h(0), u〉.
Hence,

〈Y ∗(t)S(t)h(t), u〉 − 〈Y ∗(t)v(t), u〉 = 〈h(0), u〉
for all u ∈ Tπ(θ)M. Therefore,

v(t) = S(t)h(t) − (Y ∗(t))−1h(0). (9)
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Since

ḣ = Hpqh+Hppv
we get

ḣ = (Hpq +HppS)h −Hpp(Y ∗)−1h(0). (10)

DifferentiatingY−1h and using equation (8), we obtain

h(t) = Y (t)Y (c)−1h(c)+ Y (t)
∫ c

t

Y−1(s)Hpp(Y
∗(s))−1h(0) ds, for 0< t < c. (11)

Now consider the mapdψt restricted to the subspacedψ−c(V (ψcθ)), c > 0. Its
projectionZc(t) to the horizontal subspace is given by the solutions of (6) withh(c) = 0.
ThenZc(t) is the family of isomorphisms given by

Zc(t) = Y (t)
∫ c

t

Y−1(s)Hpp(Y
∗(s))−1 ds, 0< t < c, (12)

becauseZc(t) satisfies (6) for 0< t < c, Zc(c) = 0 and

Zc(0) = lim
t→0+

Zc(t) = I.

Observe that from its definition, the linear mapZc(t) is defined for allt ∈ R and the no-
conjugate points condition implies thatZc(t) is an isomorphism for allt 6= c. Moreover,
sinceZc(t) is a matrix solution of the Jacobi equation (6), thenŻc(0) exists, and taking the
limit in (12), we have that the linear isomorphism

Żd(0)− Żc(0) = Hpp(θ)
∫ d

c

Y (s)−1Hpp(Y
∗(s))−1 ds (13)

is symmetric and the second factor on the right is positive definite for all 0< c < d. In
particular

Zd(t)− Zc(t) = Y (t)Hpp(θ)−1[Żd(0)− Żc(0)], 0< c < d. (14)

Forε > 0 define

Z−ε(t) := Y (t)Nc + Zc(t), t ∈ R, (15)

whereNc := −Y (−ε)−1Zc(−ε). We have thatZ−ε(t) is the solution of the Jacobi
equation (6) satisfyingZ−ε(−ε) = 0,Z−ε(0) = I and

Ż−ε(0)− Żc(0) = Hpp(θ)Nc. (16)

CLAIM 1.1. Y−1(t)Zc(t) is symmetric for allt 6= 0. In particularNc is symmetric for all
c > 0.

Proof. Using (10), we have that

Żc = AZc +Hpp(Y ∗)−1,

Ẏ = AY + 0, t 6= 0,
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whereA = Hpq +HppS. Then

Ż−ε = AZ−ε +Hpp(Y ∗)−1.

Using (9) we have that the functions

h2(t) = Z−ε(t)u, v2(t) = S(t)h2(t)− (Y ∗(t))−1u, (17)

are solutions of (6) withh2(−ε) = 0,h2(0) = u. Similarly, the functions

h3(t) = Zc(t)w, v3(t) = S(t)h3(t)− (Y ∗(t))−1w, (18)

are solutions of (6) withh3(0) = w, h3(c) = 0.
Since the flow preserves the symplectic form, we have that the following expressions

do not depend ont for all u, w ∈ Tπ(θ)M:

〈h2(t), v3(t)〉 − 〈v2(t), h3(t)〉
〈Z−εu, (SZc − (Y ∗)−1)w〉 − 〈(SZ−ε − (Y ∗)−1)u,Zcw〉

Z∗c SZ−ε − Y−1Z−ε − Z∗c SZ−ε + Z∗c (Y ∗)−1 = Z∗c (Y ∗)−1 − Y−1Z−ε.

Using formula (15), this is equal to

(Y−1Zc)
∗ − Y−1Zc −Nc = −N∗c , (19)

where the right-hand side corresponds to its value whent = −ε. SinceZc(c) = 0,
evaluating the equation att = c, we get thatNc is symmetric for allc > 0. Using (19)
again, we obtain thatY−1Zc is symmetric for allt 6= 0. 2

CLAIM 1.2. Nc is positive definite for allc > 0.

Proof. It is enough to show it forN−1
c . We have that

d

dt
− Zc(t)−1Y (t)

∣∣∣∣
t=0
= Z−1

c ŻcZ
−1
c Y − Z−1

c Ẏ |t=0 = −Hpp.

Therefore,−Zc(t)−1Y (t) is positive definite for smallt < 0. By Claim 1.1, this matrix
is symmetric for allt < 0. Since fort < 0 its determinant never vanishes, it is positive
definite for allt < 0, in particular fort = −ε,N−1

c is positive definite. 2

Define a partial order on the symmetric isomorphisms ofTπ(θ)M by writing A � B

if Hpp(θ)−1(A − B) is positive definite. From (13) we have that the familyF =
{Żc(0) − Ż1(0) | c > 1} is monotone increasing. Moreover, by (16) and Claim 1.2
we have that

Żc(0)− Ż1(0)�HppNc + (Żc(0)− Ż1(0))

� Ż−ε(0)− Ż1(0),

so that the familyF is bounded above. It can be seen that this implies the existence of a
least upper bound which is the limit of the family. We obtain the first part of the following.
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CLAIM 1.3.
(a) limc→+∞ Żc(0)− Ż1(0) = Q exists and is symmetric.
(b) limc→+∞ Zc(t) = D(t) exists (uniformly for boundedt intervals).
Moreover,

h(t) = D(t),
v(t) = S(t)D(t) + (Y ∗(t))−1, t 6= 0

is a matrix solution of(6) such thatD(0) = I , Ḋ(0) = Q + Ż1(0) anddetD(t) 6= 0 for
all t ∈ R.

Part (b) is a consequence of (14) and the continuous dependence of the solutions of
equation (6) on the initial data.

We have that the subspace

Eθ (0) := {(u, v(0)u) | u ∈ Tπ(θ)M} ⊂ H(θ)⊕ V (θ)
is the limit of the subspaces

Ec(θ) := dψ−c(V (ψc(θ))) = {(h3(θ), v3(θ)) | u ∈ Tπ(θ)M},
whereh3(t) andv3(t) are given by (18). Moreover,

Eθ (t) := dψt(Eθ (0)) = {(h(t)u, v(t)u) | u ∈ Tπ(θ)M}
satisfiesEθ (t) ∩ V (ψtθ) = {0} and

Eθ (t) = lim
c→+∞ dψt−c(V (ψc(θ))) = lim

d→+∞ dψ−d(V (ψd(ψt θ))) = Eψt θ (0).

Since the vertical subspace is Lagrangian, thenEc(θ) is Lagrangian. By the continuity of
the symplectic form, the subspacesEθ (t) are Lagrangian.

To obtain the ‘unstable’ Green bundleF(θ), observe that the flow of the Hamiltonian
H(θ) = −H(θ) is the flowψt of H with the time reversed. In this caseHpp is negative
definite, but similar arguments apply to obtain the subbundleF. Applying the lemma to
H , we obtain the subbundleF. Moreover, in this case the familyG = {Ż−c(0)− Ż−1(0) |
c > 1} is monotone decreasing and bounded below byŻε(0) − Ż−1(0). This finishes
the proof of the first part of Proposition A, we defer the proof of the second statement to
Corollary 1.12. 2

Let

S(t) : = v(t)h(t)−1

= S(t)+ Y ∗(t)−1D(t)−1. (20)

ThenS(t) is a symmetric solution of the Ricatti equation (7), which is defined on allt ∈ R.
The symmetry ofS(t) can be checked either becauseE(t) = graph(S(t)) is a Lagrangian
subspace or because

Y (t)−1D(t) = lim
c→∞ Y (t)

−1Zc(t)

is symmetric and this implies that(Y ∗)−1D−1 is symmetric.
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Let S(θ), U(θ) be the symmetric solutions of the Ricatti equation (7) corresponding to
the Green bundlesE(θ) = graph(S(θ)) andF(θ) = graph(U(θ)). LetKc(θ) : H(θ) →
V (θ) be the symmetric linear map such that graph(Kc(θ)) = dψ−c(V (ψc(θ))). Define a
partial order on the symmetric isomorphisms ofTπ(θ)M by writing A � B if A − B is
positive definite.

PROPOSITION1.4. For all ε > 0:
(a) if d > c > 0 thenK−ε � Kd � Kc;
(b) if d < c < 0 thenKε ≺ Kd ≺ Kc;
(c) limd→+∞Kd = S, limd→−∞Kd = U;
(d) S 4 U.

Proof. Let (Zc(t), Vc(t)) be the matrix solution of the Jacobi equation (6) withZc(0) = I ,
Zc(c) = 0, c > 0. From (9) we have that

Vc(t) = S(t)Zc(t)− (Y ∗(t))−1. (21)

Hence, using (14) and (13), we have that

Vd(t)− Vc(t) = S(t)[Zd(t)− Zc(t)] (22)

= S(t)Y (t)
∫ d

c

Y−1Hpp(Y
∗)−1 ds. (23)

Whent → 0 we have thatS(t)Y (t)→ I . Therefore,

Vd(0)− Vc(0) =
∫ d

c

(Y−1Hpp(Y
∗)−1) ds. (24)

LetKc(t) = Vc(t)Zc(t)−1 be the corresponding solution of the Ricatti equation (7). Since
Zc(0) = I , we have thatKc(0) = Vc(0). By (24),Kd(0) − Kc(0) is positive definite if
d > c > 0, hence, the sequenceKd(0), d > 0 is strictly increasing.

From (17) we have that equation (22) also holds forc = −ε. Using (15), we have that

Vd(t)− V−ε(t) = S(t)(Zd(t)− Z−ε(t))
= S(t)(−Y (t)Nd).

Hence,Vd(0) − V−ε(0) = −Nd is negative definite. SinceZ−ε(0) = I , thenK−ε(0) =
V−ε(0). Therefore,K−ε � Kd for all d > 0.

This completes the proof of item (a). Item (c) has already been proven on Claim 1.3
above. Item (b) is proven similarly using the concave HamiltonianH = −H and item (d)
is a corollary of items (a), (b) and (c). 2

Remark 1.5.If a bounded open segment{ψt (θ) | a− < t < a+} has no conjugate
points, the arguments above apply to obtain limit solutions limc→a± Zc(t) = D±(t),
D±(0) = I , detD(t) 6= 0, Lagrangian subspacesE±(θ) = limt→a± dψ−t (V (ψtθ)) =
dψa±(V (ψa±(θ))) and the monotonicity properties of Proposition 1.4. Nevertheless, in
generalE±(θ) 6⊂ Tθ6 (see Remark 1.17).
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Remark 1.6.The existence of the Green bundles, the solutionsh, v, U, S and the
monotonicity properties in Proposition 1.4 do not need the uniform boundedness of the
operatorsHpp, Hpq , Hqq . But in the unbounded case we cannot guarantee either that
X(θ) ∈ E(θ) ∩ F(θ) orE(θ) ∪ F(θ) ⊂ Tθ6.

PROPOSITION1.7.
(a) Any symmetric solutionSθ (t) : H(ψt(θ)) → V (ψt(θ)) of the Ricatti equation(7)

which is defined ont > 0 is uniformly bounded ont ≥ 1, i.e. there existsA > 0 such
that

‖Sθ (t)‖ < A for all θ ∈ 6, t > 1.

(b) Any measurable symmetric solution of the Ricatti equation defined on the energy
level6 is uniformly bounded.

An immediate consequence is the following.

COROLLARY 1.8.
(a) The solutionSθ (t) of equation(8) given byImage(Yθ (t), Sθ (t)Yθ (t)) = dψtV (θ) is

uniformly bounded for|t| > 1.
(b) The solutionsSθ (t), Uθ (t) corresponding to the Green bundles are uniformly

bounded on6.

We shall need the following lemma, whose proof is elementary.

LEMMA 1.9. The functionw(r) = R coth(Rt − d), R > 0, satisfies:
(i) ẇ +w2 − R2 = 0;
(ii) ẇ < 0,w(−t + d/R) = −w(t + d/R);
(iii) lim t→+∞w(t) = R, limt→−∞w(t) = −R;
(iv) lim t→(d/R)+ w(t) = +∞, limt→(d/R)− w(t) = −∞.

Proof of Proposition 1.7.We first prove (a). By the spectral theorem, it is enough to prove
thatx∗Sθ (t)x is uniformly bounded for‖x‖ = 1 andt > 1. SinceH ∗pq = Hqp andS∗ = S,
we have that

Ṡ + S∗HppS +H ∗pqS + S∗Hpq +Hqq = 0.

LetC := (Hpp)−1Hpq ,D := Hqq −C∗HppC − Ċ andVθ(t) := Sθ (t)+C(ψt (θ)). Then

V̇ + V ∗HppV +D = 0.

SinceC(θ) andD(θ) are continuous, then they are uniformly bounded on the energy
level. Hence, it is enough to prove thatx∗Vθ(t)x is uniformly bounded ont > 1 and
θ ∈ 6. Observe thatVθ(t) is not necessarily symmetric. LetM > 0 be such that

y∗Hpp(θ)y ≥ 1

M
‖y‖2 for all θ ∈ 6. (25)

LetR > 0 be such that

|y∗D(θ)y| < MR2 for all θ ∈ 6, ‖y‖ = 1. (26)

We claim that

|y∗Vθ(t)y| ≤ MR coth(R) for all ‖y‖ = 1, t > 1, θ ∈ 6.
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We prove the claim. Letθ0 ∈ 6, ‖x‖ = 1. WriteV (t) := Vθ(t), Hpp(t) := Hpp(ψt θ).
Suppose that there existst0 ∈ R such that

x∗V (t0)x =:Mα > MR coth(R).

There existsd0 ∈ R such thatR coth(Rt0 − d0) = α. Observe thatd0 > 0 and
t0 > d0/R > 0. Write w(t) := R coth(Rt − d0). Then w(t) is a solution of
ẇ +w2 − R2 = 0 for t > d0/R. In particular,

Mẇ +Mw2 −MR2 = 0.

Let f (t) := x∗V (t)x −Mw(t). Thenf (t0) = 0 and

f ′(t)+ (x∗V (t)∗Hpp(t)V (t)x −Mw(t)2)+ (x∗D(t)x +MR2) = 0. (27)

Using the Schwartz inequality and (25), we have that

Mw(t0)
2 =Mα2 = 1

M
(Mα)2 = 1

M
〈x, V (t0)x〉2

≤ 1

M
|V (t0)x|2 ≤ (V (t0)x)∗Hpp(t0)(V (t0)x)

Mw(t0)
2 ≤ x∗V (t0)∗Hpp(t0)V (t0)x. (28)

Then (28), (26) and (27) imply thatf ′(t0) < 0. The same argument can be applied each
time thatf (t) = 0. Therefore,x∗V (t)x ≤ Mw(t) for all t > t0 and

x∗V (t)x ≥ Mw(t) for all d0/R < t < t0.

Then
lim

t→(d0/R)
+ x
∗V (t)x ≥ lim

t→(d0/R)
+Mw(t) = +∞.

Sinced0/R > 0, this contradicts the existence ofV (t) for t > 0. Hence, sucht0 does not
exist and

x∗V (t)x ≤ MR coth(R) for all t > 0.

Now suppose that there existst1 ∈ R, ‖z‖ = 1 such that

x∗V (t1)x < −MR.
We comparev(t) = x∗V (t)x with Mw1(t), wherew1(t) = R coth(Rt − c0) is such
thatMw1(t1) = v(t1). Observe thatw1(t) is defined fort < c0/R and in this case
c0 > 0 andc0/R > t1 > 0. The same argument as above shows thatv(t) ≤ Mw1(t)

for t1 ≤ t < c0/R. Since limt→(c0/R)− w1(t) = −∞, this contradicts the fact thatV (t) is
defined for allt > 0.

The proof of (b) is similar to that of (a). In this case we can change theMR coth(R)
bound byMR. We allowt0 ∈ R andd0 ∈ R to be non-positive if necessary. The second
inequality has also the same proof, but here we allowt1 ∈ R andc0 ∈ R. 2

The following proposition states that limt→±∞ ‖dπ ◦ dψt(θ)|V (θ)‖ = +∞ for all
θ ∈ 6. This limit is not uniform inθ ∈ 6. A uniform lower bound for this norm is
given in §6.
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PROPOSITION1.10. For all R > 0 there existsT > T (R, θ) > 0 such that|Yθ (t)v| >
R|v| for all |t| > T and allv ∈ TθM \ {0}.
Proof. Let

M(t) :=
∫ ∞
t

Y−1(s)Hpp(s)(Y
∗(s))−1 ds.

From (12), using thatD(t) = limc→∞ Zc(t), we have that

D(s) = Y (s)M(s) for s > 0. (29)

Consider the solutionsS(t), S(t) of the Ricatti equation given on (8) and (20). From (20)
and (29) we have that

S(t)− S(t) = Y ∗(t)−1M(t)−1Y (t)−1 for t > 0.

Since the solutionsS(t), S(t) are defined on allt > 0, by Proposition 1.7, there existt0 > 0
andk > 0 such that‖S(t)‖ < k and‖S(t)‖ < k for all t > t0. Then for|x| = 1 andt > t0,

|〈M(t)−1Y (t)−1x, Y (t)−1x〉| = |〈S(t)x, x〉| + |〈S(t)x, x〉| ≤ 2k.

Let λ(t) be the largest eigenvalue ofM(t), t > 0. SinceM(t) is positive definite then
λ(t) > 0 and‖M(t)‖ = λ(t). Moreover,

2k ≥ |〈M(t)−1Y (t)−1x, Y (t)−1x〉| ≥ 1

λ(t)
|Y (t)−1x|2,

|Y (t)−1x| ≤ √2k ‖M(t)‖1/2 for all |x| = 1, t > t0.

Then if |v| = 1, we have that

|Y (t)v| ≥ 1

‖Y (t)−1‖ ≥
1√

2k‖M(t)‖1/2 for t > t0.

SinceM(t) → 0 when t → +∞, given R > 0 there existsT > t0 such that
(2k‖M(t)‖)1/2 < 1/R for all t > T and hence,|Y (t)v| > R for all t > T and|v| = 1.

Using the HamiltonianH := −H , we get the result fort < −T . 2

For θ ∈ TM, define

B(θ) :=
{
ξ ∈ TθT ∗M

∣∣∣∣ sup
t∈R
|dψt (θ) · ξ | < +∞

}
.

PROPOSITION1.11. If the ψ-orbit of θ ∈ TM does not contain conjugate points, then
B(θ) ⊆ E(θ) ∩ F(θ).

An example showing that in generalE(θ)∩F(θ) 6⊂ B(θ) is given in Ballmannet al [4].

Proof. Let ξ ∈ B(θ) and letζ0 ∈ ET (θ) := dψ−T (V (ψT (θ))) be such thatdπ(θ) · ζT =
dπ(θ) · ξ , in particularξ − ζT ∈ V (θ). Since limT→+∞ ET (θ) = E(θ) andE(θ) t V (θ)
then there existsζ := limT→+∞ ζT ∈ E(θ). Moreover,dπ◦dψT (ξ − ζT ) = dπ◦dψT (ξ).
Sincedπ◦dψT (ξ) is bounded onT > 0, by Proposition 1.10, limT→+∞(ξ − ζT ) = 0.
SinceζT → ζ ∈ E(θ), thenξ ∈ E(θ).

Similarly, if ηT ∈ FT (θ) := dψT (V (ψ−T (θ))) is such thatdπ(θ) · ηT = dπ(θ) · ξ ,
then limT→+∞ ηT ∈ F(θ) and limT→+∞(ξ − ηT ) = 0. 2
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COROLLARY 1.12. If the orbit ofθ has no conjugate points then:
(a) 〈X(θ)〉 ⊆ E(θ) ∩ F(θ);
(b) E(θ) ∪ F(θ) ⊆ Tθ6.

Proof. The property〈X(θ)〉 ⊆ E(θ) ∩ F(θ) is a direct consequence of Proposition 1.11. It
remains to show thatE(θ) ∪ F(θ) ⊂ Tθ6. Observe that since−dH = ω(X, ·), then

Tθ6 = {ξ ∈ TθT ∗M | ω(X(θ), ξ) = 0}.
SinceF(θ) is Lagrangian andX(θ) ∈ F(θ), thenω(X(θ), ξ) = 0 for all ξ ∈ F(θ). Hence,
F(θ) ⊆ Tθ6. Similarly,E(θ) ⊆ Tθ6. 2

COROLLARY 1.13. If M is connected and6 is a regular energy level without conjugate
points, thenπ(6) = M.

Proof. For θ ∈ 6, dπ(θ) : F(θ) → Tπ(θ)M is an isomorphism. By Corollary 1.12,
F(θ) ⊂ Tθ6. Hence,π : 6 → M is an open map. SinceM is connected then
π(6) = M. 2

The metric entropy.
Let 3 be the set of total measure having the Oseledec’s splittingTθT

∗M = Es(θ) ⊕
Ec(θ)⊕ Eu(θ).
PROPOSITION1.14. For all θ ∈ 3:
(a) Es(θ) ⊆ E(θ) ⊆ Es(θ)⊕ Ec(θ);
(b) Eu(θ) ⊆ F(θ) ⊆ Eu(θ)⊕ Ec(θ);
(c) χ(θ) = lim

T→+∞
1

T

∫ T

0
tr[Hpq +HppU](ψt (θ)) dt .

Proof. We only prove

Eu(θ) ⊆ F(θ) ⊆ Eu(θ)⊕Ec(θ), (30)

which shall be used for the proof of Theorem E; the other inclusions are similar.
We first prove the second inclusion. Observe that forv = (0, v) ∈ V (θ) we have that

dψt(θ)v = (Yθ (t)v, ∗). Then, by Proposition 1.10, we have thatV (θ) ∩ Es(θ) = {0}.
For everyθ ∈ 3 there exists a subspaceR(θ) ⊂ Eu(θ) ⊕ Ec(θ) and a linear map
L(θ) : R(θ)→ Es(θ) such thatV (θ) = graphL(θ).

Let µ be an ergodic invariant measure forψt . Givenε > 0 letK ⊂ 3 be a compact
subset such thatµ(K) > 1− ε and also:
(a) sup{‖L(θ)‖ | θ ∈ K} < +∞;
(b) there existsT > 0 and 0< η < 1< λ < η−1 such that fort > T andθ ∈ K,

‖dψt |Es(θ)‖ < ηt and ‖dψ−1
t |Eu(θ)⊕Ec(θ)‖ < λt .

Let V−s(θ) := dψs(V (ψ−s (θ))). Then

V−s(θ) = dψs(graphL(ψ−s (θ)))
= graph[dψs ◦ L(ψ−s (θ)) ◦ (dψs |R(ψ−s(θ)))−1].
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Forθ ∈ K take a sequencesn → +∞ such thatψ−sn(θ) ∈ K. Sincedψsn(R(ψ−sn (θ))) ⊆
Eu(θ)⊕ Ec(θ), by properties (a) and (b), we have that

‖dψsn ◦ L(ψ−sn (θ)) ◦ (dψ−sn |dψsnR(ψ−sn (θ)))‖ ≤ ηsnλsn sup
θ∈K
‖L(θ)‖.

Sinceηsnλsn → 0 whenn→+∞, we have that

F(θ) = lim
n→+∞V−sn(θ) = lim

n→+∞ dψsn(R(ψ−sn (θ))) ⊆ E
u(θ)⊕ Ec(θ).

Therefore, the second inclusion in (30) is satisfied forθ ∈ K. Sinceµ(K) ≥ 1− ε andε
andµ are arbitrary, this inclusion holds for a set of total measure in3.

We now prove the first inclusion. There exists (cf. [1, Theorem 3.1.19]) a continuous
Riemannian metric〈 , 〉 on T ∗M and a continuous family of linear isomorphismsJ (θ) :
TθT

∗M ←↩ such thatJ (θ)2 = −I and the symplectic form is written asω(x, y) =
〈x, J (θ)y〉 for all x, y ∈ TθT

∗M and θ ∈ T ∗M. From now on we use this metric.
Let {e1(θ), . . . , en(θ)} be an orthonormal basis ofF(θ) and defineen+i (θ) = Jei(θ)

for i = 1, . . . , n. Since the subspaceF(θ) is Lagrangian, the subspaceJF(θ) =
span{en+1(θ), . . . , e2n(θ)} is the orthogonal complement ofF(θ) with respect to〈 , 〉.
The matrices ofω anddψt (θ) with respect to the family of basis{e1(θ), . . . , e2n(θ)} are

J =
[

I

−I
]

and dψt(θ) =
[
At(θ) Ct (θ)

Bt (θ)

]
.

Since dψt preserves the symplectic form we have that(dψt)
∗J (dψt ) = J . Hence,

B∗t (θ) = At(θ)−1 andB∗t (θ)Ct (θ) is symmetric.
SinceF(θ) ⊆ Eu(θ)⊕ Ec(θ), then

lim
t→±∞

1

t
log‖B∗t −1

(θ)w‖ = lim
t→±∞

1

t
log‖At(θ)w‖ ≥ 0

for all w ∈ Rn, θ ∈ 3. This implies that

lim
t→±∞

1

t
log‖B−1

t (θ)w‖ ≥ 0. (31)

Suppose thatEu(θ) 6⊂ F(θ). Take v ∈ Eu(θ) \ F(θ). Then v = w + z with
z ∈ F(θ) and 0 6= w ∈ JF(θ). We have thatdψ−t v = u−t + (∗, B−1

t (θ)w) with
u−t ∈ F(ψ−t (θ)) ⊆ Eu(ψ−t (θ)) ⊕ Ec(ψ−t (θ)). SinceB−1

t (θ)w ∈ JF(ψ−t (θ)) and
F andJF are orthogonal, we have that‖dψ−t (v)‖ ≥ ‖B−1

t (θ)w‖. Hence, from (31) we
obtain

lim
t→+∞

1

t
log‖dψ−t (θ)v‖ ≥ 0.

This contradicts the choicev ∈ Eu(θ).
Finally, we prove (c). Letπθ : F(θ) → H(θ) be the restriction ofdπ . Then

π−1
θ (v) = (v,U(θ)v) and by Corollary 1.8

sup
θ∈6
‖π−1

θ ‖ < +∞. (32)

Fix θ ∈ 3, letZθ(t) : V (θ)→ H(ψt(θ)) be defined by

Zθ(t)v = πψt (θ) dψt (θ) (v,U(θ)v) .
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Then

dψt(θ)|F(θ) = π−1
ψt (θ)
◦ Zθ(t) ◦ πθ .

By (30) and (32), we have that

χ(θ) = lim
T→+∞

1

T
log | detdψt(θ)|F(θ) |

= lim
T→+∞

1

T
log | detZθ(t)|.

Since the isomorphismsh(t) = Zθ(t), v(t) = U(ψt (θ))Zθ(t) satisfy the Jacobi
equation (6), we have that

Żθ = (Hpq +HppU)Zθ .
Since detZθ(t) 6= 0 for all t ∈ R, then detZθ(t) has constant sign and

d

dt
| detZθ(t)| = d

dt
detZθ(t) = tr(Hpq +HppU)| detZθ(t)|,

d

dt
log | detZθ(t)| = tr[Hpq +HppU],

lim
T→+∞

1

T
log | detdψt (θ)|F(θ) | = lim

T→+∞
1

T

∫ T

0
tr[Hpq +HppU] dt. 2

The exponential map.
The following proposition proves item (c) in Theorem 0.1. We present a modern proof that
shall be needed in the sequel.

PROPOSITION1.15. (Hartman [20]) LetH : T ∗M → R be a convex Hamiltonian. Then:
(a) a half-open segment{ψt(θ) | t ∈ [0, a[}, a ∈]0,+∞[∪{+∞} has no conjugate

points if and only if there exists a Lagrangian subspaceE ⊂ TθT
∗M such that

dψt (E) ∩ V (ψt (θ)) = {0} for all t ∈]0, a[;
(b) a closed segment{ψt (θ) | t ∈ [0, a]} has no conjugate points if and only if there

exists a Lagrangian subspaceE ⊂ TθT ∗M such thatdψt (E) ∩ V (ψt (θ)) = {0} for
all t ∈ [0, a];

(c) if a closed segment{ψt(θ) | t ∈ [0, a]} has no conjugate points, then there exists
δ > 0 such that the segment{ψt (θ) | t ∈ [−δ, a + δ]} has no conjugate points.

Proof. (a) If the half-open segment is disconjugate, then the Lagrangian subspaceE =
V (θ) satisfiesdψt(V (θ)) ∩ V (ψt(θ)) = {0}.

Conversely, suppose that such Lagrangian subspaceE is given. LetE(t) := dψt (E).
Then the projectiondπ : E(t) → H(ψt(θ)) is an isomorphism. LetS(t) : H(ψt(θ))→
V (ψt (θ)) be the linear isomorphism such thatE(t) = graph(S(t)) for t ∈]0, a[. Since
E(t) is Lagrangian, thenS(t) is symmetric and it satisfies the Ricatti equation (7). Let
Z(t) : E(0)→ H(ψt(θ)) be given byZ(t)w = dπ dψt(θ)w. Then

Ż = (Hpq +HppS)Z, Z(0) = dπ |E. (33)
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Letw ∈ E and(h1(t), v1(t)) = dψt(w) ∈ E(t), thenh1(t) = Z(t)w, v1(t) = S(t)Z(t)w.
Let ξ ∈ TθT ∗M and(h(t), v(t)) = dψt (ξ). Suppose thath(c) = 0, c ∈]0, a[. Using
h1(t), v1(t), the same arguments as in (9), (10), (11) give that

h(t) = Z(t)Z(c)−1h(c)+ Z(t)
∫ t

c

Z−1(s)Hpp(Z
∗(s))−1(Z(c)∗v(c)) ds. (34)

Sinceh(c) = 0, then

〈Z(t)−1h(t), Z(c)∗v(c)〉 =
∫ t

c

〈Hpp(Z(s)∗)−1Z(c)∗v(c), (Z(s)∗)−1Z(c)∗v(c)〉 ds.
(35)

In particularh(t) 6= 0 for all t ∈]0, a[\{c}. Hence, the segment]0, a[ does not have
conjugate points.

It remains to prove the casec = 0. Let 0< b < a. We prove thatθ is not conjugate
to ψb(θ). We already know thatψb(θ) has no conjugate points in{ψt(θ) | 0 < t < a}.
For 0 < d < b let Ed = dψb−d (V (ψd(θ))) = graph(Kd), whereKd : H(ψb(θ)) →
V (ψb(θ)) is the corresponding solution of the Ricatti equation (7). Letε > 0 be such that
b < b + ε < a and letEb+ε = ψ−ε(V (ψb+ε(θ))) = graph(Kb+ε). By Proposition 1.4(b)
and Remark 1.5, the familyKd is monotone decreasing ond and has the (lower) bound
Kb+ε. Hence, there existsE := limd→0+ Ed = dψb(V (θ)) andE ∩ V (ψb(θ)) = {0}.

(c) If the closed segment[0, a] has no conjugate points, thendψt (V (θ))∩ V (ψt (θ)) =
{0} for 0< t ≤ a. Thendψt(V (θ)) ∩ V (ψt (θ)) = {0} for 0< t ≤ a + δ for someδ > 0.
By item (a), usingE(t) = dψt (V (θ)), the segment[0, a+ δ] has no conjugate points. The
same argument usingF(t) = dψa+δ−t (V (ψa+δ(θ))) shows that there existsδ1 > 0 such
that the segment[−δ1, a + δ] has no conjugate points.

(b) Suppose that the segment[0, a] is disconjugate. By item (c) there existsδ > 0
such that the segment[−δ, a + δ] is disconjugate. Now apply item (a) to the segment
[−δ/2, a + δ[. Conversely, if there is a Lagrangian subspaceE ⊂ TθT

∗M with
dψt(E) ∩ V (ψt (θ)) = {0} for all 0 ≤ t ≤ a, then the argument of equation (35) applies
for all c ∈ [0, a]. 2

It may be impossible to find such a Lagrangian subspaceE of Proposition 1.15(a),(b)
satisfyingE ⊂ Tθ6 as explained in Remark 1.17. Compare this with Theorem 0.1.If
there exists acontinuousinvariant Lagrangian bundleE(θ), one can always suppose that
E(θ) ⊂ Tθ6 by taking(E(θ) ∩ Tθ6) ⊕ 〈X(θ)〉. Thenit must satisfy the transversality
condition 0.1(a).

PROPOSITION1.16. For θ ∈ 6 defineW(θ) := (V (θ) ∩ Tθ6) ⊕ 〈X(θ)〉. Suppose that
the orbit ofθ has no conjugate points. Then for allt 6= 0, dψt(W(θ)) ∩ V (ψt (θ)) = {0}.
Proof. Suppose that there existsb > 0 such that(0, wb) ∈ dψb(W(θ))∩V (ψb(θ)) 6= {0}.
Let (k0, w0) := dψ−b(0, wb) ∈ W(θ). Since the segment{ψ(θ) | t ∈ [0,+∞[} has no
conjugate points, thenk0 6= 0. WriteHp(t) := Hp(ψt (θ)), Hq(t) := Hq(ψt (θ)). Since
W(θ) = (V (θ) ∩ Tθ6) ⊕ 〈X(θ)〉 andX(θ) = (Hp(0),−Hq(0)), thenk0 = αHp(0) for
someα 6= 0. Multiplyingwb by 1/α, we can assume thatα = 1. Let

(h(t), v(t)) := dψt(X(θ))− (k0, w0) ∈ dψt (W(θ)) ⊆ Tψt (θ)6.
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Then

h(0) = Hp(0)− k0 = 0, v(0) 6= 0;
h(b) = dπ[X(ψt(θ))− (0, wb)] = Hp(b). (36)

Since(h(0), v(0)) ∈ Tθ6, then

0= dH(h(0), v(0)) = Hqh(0)+Hpv(0) = Hp(0) · v(0). (37)

Let E(t) = E(ψt (θ)) be the stable Green bundle ofψR(θ), let S(t) be from (20)
and letZ(t) := h(t) : H(ψt(θ)) → V (ψt (θ)) be from Claim 1.3. So thatZ(t)w =
dπ dψt (w,S(0)w) andZ(t) satisfies (33). Using formula (34) forc = 0, (with Z(t) =
h(t), Z(0) = I andh(0) = 0) we obtain that

h(t) = Z(t)
∫ t

0
Z−1(s)Hpp(s)(Z

∗(s))−1v(0) ds.

Hence, sincev(0) 6= 0, we have that

〈Z(b)−1h(b), v(0)〉 =
∫ b

0
〈Hpp(Z∗(s)−1v(0)), (Z∗(s)−1v(0))〉 ds > 0. (38)

SinceX(θ) ∈ E(θ), then

(Hp(b),−Hq(b)) = X(ψb(θ)) = dψb(X(θ)) = dψb(Hp(0),S(0)Hp(0))
= (Z(b)Hp(0),S(b) · Z(b)Hp(0)).

From the first component we get thatZ(b)−1Hp(b) = Hp(0). Using (36) we have that
Z(b)−1h(b) = Hp(0). Replacing this equation on (38), we obtain that

〈Hp(0), v(0)〉 > 0.

This contradicts equation (37). 2

Remark 1.17.The same proof applies to the following statement: ifH : T ∗M → R is
convex and there is a Lagrangian subspaceE ⊂ Tθ6 such thatdψt(E) ∩ V (ψt (θ)) = {0}
for t ∈ [0, a], thendψt(W(θ)) ∩ V (ψt (θ)) = {0} for all t ∈]0, a].

In particular this hypothesis holds if{ψt(θ) | t ≥ 0} or {ψt(θ) | t ≤ 0} have no
conjugate points. Just take the corresponding Green bundles.

Example A.2, in the appendix, does not satisfy the conclusion of Proposition 1.16 on
t ∈ [0, π], but nevertheless the segment{ψt (θ) | t ∈ [0, π]} has no conjugate points.
This implies that the Lagrangian subspace given by Proposition 1.15(b) may not satisfy
E ⊂ Tθ6.

COROLLARY 1.18. LetH : T ∗M → R be convex,6 = H−1{e}, q ∈ π(6) and suppose
that the orbits{ψt (θ) | t ≥ 0} have no conjugate points for allθ ∈ π−1{q} ∩6. Then the
exponential mapexpq : T ∗q M → M is an immersion.

Proof. We have that expq(tθ) = π◦ψt (θ) for θ ∈ 6q = π−1{q} ∩ 6. Consider the
splitting

Ttθ (T
∗
q M) ≈ T ∗q M = Tθ (6q)⊕ 〈θ〉 = (V (θ) ∩ Tθ6)⊕ 〈θ〉.
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The derivatived expq(tθ) : T ∗q M → Tπ(ψt θ)M is given by

d expq(tθ)|V (θ)∩Tθ6 = dπ ◦ dψt (θ)|V (θ)∩Tθ6, (39)

d expq(tθ)(θ) = dπ(X(ψt(θ))) = dπ ◦ dψt (X(θ)). (40)

Therefore

d expq (tθ)(T
∗
q M) = dπ ◦ dψt ((V (θ) ∩ Tθ6)⊕ 〈X(θ)〉)

= dπ ◦ dψt (W(θ)). (41)

Since dimW(θ) = n, then dimdψt (W(θ)) = n. By Proposition 1.16dψt (W(θ)) ∩
V (ψt (θ)) = {0}. Hence,dπ : dψt (W(θ)) → Tπ(ψt θ)M is a linear isomorphism.
From (41),d expq (tθ) is a linear isomorphism for allt > 0, θ ∈ 6q . 2

2. The transversal behaviour
Givenθ ∈ 6, considerHp(θ) = dπX(θ) 6= 0. LetN(θ) ⊆ Tθ6 be defined by

N(θ) := {ξ ∈ Tθ6 | 〈dπ ξ, dπX(θ)〉π(θ) = 0}. (42)

ThenN(θ)⊕ 〈X(θ)〉 = Tθ6. Fix θ0 ∈ 6 and a smooth coordinate system(q1, . . . , qn, t)

ofM ×R along the projection(π(ψt (θ0)), t) of the orbit ofθ0 such that:
(2a) ∂/∂q1|(π(ψtθ0),t) = dπX(ψt (θ0));
(2b) ∂/∂q2, . . . , ∂/∂qn is an orthonormal basis fordπN(ψt (θ0)) = 〈∂/∂q1〉⊥ along

π(ψt (θ0), t).
Write pi = dqi|TqM , i = 1,2, . . . , n. From (2a) we have that

1= d

dt
q1

∣∣∣∣
(π(ψtθ0),t)

= Hp1(ψt (θ0)) 6= 0.

Then the equationH(q1, q2, . . . , qn;p1, p2, . . . , pn) = h can be solved locally forp1:

p1 = −K(Q,P, T ; h),
whereP = (p2, . . . , pn), Q = (q2, . . . , qn), T = q1. This solution can be extended to a
simply connected neighbourhoodW of the orbit{(ψt (θ0), t) | t ∈ R} ⊆ T ∗M × R.

From now on we omit theR-coordinate inW ⊆ T ∗M × R. Let φT be the
reparametrization of the flowψt on W such that it preserves the foliationq1 = T =
constant. In particulardφT (θ0) preserves the transversal bundleN(φT (θ0)) along the orbit
of θ0. Defineτ (T , θ) by φT (θ) = ψτ(T ,θ)(θ). Thenτ (T , θ0) = T for all T ∈ R. The
following reduction appears in Arnold [2].

LEMMA 2.1. The orbitsφT (θ) = (T = q1,Q(T ), p1(T ), P (T ); τ (T , θ)) ∈ W satisfy
the equations

dQ

dT
= ∂K

∂P
,

dP

dT
= −∂K

∂Q
,

whereQ = (q2, . . . , qn), P = (p2, . . . , pn), T = q1 andK(Q,P ; T ) is defined by
H(T , q2, . . . , qn; −K,p2, . . . , pn) = h.
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Proof. Consider the canonical 1-form2 = p dq on T ∗M and the symplectic form
ω = d2 = dp ∧ dq. OnT6 we have thatω(X(θ), ·) = −dH = 0. Let(d/dT )φT (θ) =
(Y (φT (θ)), (d/dT )τ(T , θ)) be the vectorfield ofφT . ThenY (φT (θ)) is a multiple of the
vectorfieldX(φT (θ)) of ψt , and hence,ω(Y (φT (θ)), ·) = 0 onT6. We have

2 = p dq = P dQ−K dT,

ω|T6 = d2|T6 =
n∑
i=2

[dPi ∧ dQi −KQi dQi ∧ dT −KPi dPi ∧ dT ].

The matrix ofω|T6 is given by 0 −I −K∗Q
I 0 −K∗P
KQ KP 0

 } Q} P
} T=q1.

Then the vector(KP ,−KQ,1 = dq1/dT ) =: Z(φT (θ)) satisfiesω(Z(φT (θ)), ·) = 0 on
6 ≈ {(T ,Q,p1, P ) | p1 = −K(Q,P, T )}. Since the formω has maximal rank on6, we
have thatZ(φT (θ)) = Y (φT (θ)) for θ ∈ W . This proves the lemma. 2

Since forϑ ∈ W , φT (ϑ) = ψτ(T ,ϑ)(ϑ), then

dφT (ϑ) · ξ = dψτ(T ,ϑ) · ξ +
(
∂τ

∂ϑ

∣∣∣∣
(T ,ϑ)

· ξ
)
d

dt
ψt (ϑ)

∣∣∣∣
τ (T ,ϑ)

= dψτ(T ,ϑ) · ξ + α(T , ξ)X(φT (ϑ)), (43)

whereα(T , ξ) = ∂τ/∂ϑ|(T ,ϑ) · ξ .
Let 3(ψt(θ0)) : Tψt (θ0)6 → N(ψt (θ0)) be the projection along the direction of the

vectorfield, i.e.

3ξ = ξ + β(ξ)X(ψt (θ0)) with β(ξ) ∈ R such that3ξ ∈ N(ψt (θ0)).

Through the proof of Lemma 2.2, all the quantities will be understood in local
coordinatesT = q1, Q = (q2, . . . , qn), P = (p2, . . . , pn) of W ∩ 6. In particular,
TφT (θ0)6 = R × Rn−1 × Rn−1 for all T ∈ R, with coordinates(∂/∂T , ∂/∂Q, ∂/∂P ).
Since along the orbit ofθ0 we have that

q̇ = (Ṫ , Q̇) = (1,0n−1) = (Hp1,HP ) along φT (θ0) = (T ,0n−1,0n−1),

then the subspaceN(φT (θ0)) in (42) is written asN := {0}×Rn−1×Rn−1 in coordinates.
DefineP : Tϑ6 = R× Rn−1× Rn−1→ N = {0} × Rn−1× Rn−1 as the projection

P(h1,H, V ) := (0,H, V ).
Usingβ = −h1 on (43) andHp = (1,0), the projection3 is written as

3(h1,H, V ) = (0,H, V + h1 ·HQ),
whereHQ := (Hq2, . . . , Hqn). Define the matrices

H(T ) =
[
Hpq HpP

−HQq −HQP
]
(2n−1)×(2n−1)
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K(T ) =
 01×n 01×(n−1)

KPq KPP

−KQq −KQP


(2n−1)×(2n−1)

along the orbit ofθ0.

LEMMA 2.2. Along the orbitθT := φT (θ0) of θ0, we have that:
(a) the matrixKPP (θT ) is positive definite;
(b) for ξ ∈ N(θT ); K(θT )ξ = 3(θT )H(θT )ξ ;
(c) the operatorK(θT )|N(θT ) is uniformly bounded onT ∈ R.

Proof. (b) Write θT = φT (θ0) = ψT (θ0) = (T ,0,0). From Lemma 2.1, the Jacobi
equation forφT is written as

d

dT
[P dφT ξ ] = K[P dφT ξ ],

wheredφT ξ = (h1(T ),H(T ), V (T )) ∈ R × Rn−1 × Rn−1, for any ξ ∈ Tθ06 =
R× Rn−1× Rn−1. Also, from (6),

d

dt
[dψtξ ] = H[dψtξ ].

SincedφT (θ0) preserves the foliationq1 = constant, then it preserves the subspaceN .
Therefore

P dφT ξ = dφT ξ = 3dφT ξ for ξ ∈ N .
In particular, the first coordinate ofdφT ξ is h1(T ) ≡ 0 and also(d/dT )h1 ≡ 0. Hence, if
ξ ∈ N , then

d

dT
[P dφT ξ ] = d

dT
[dφT ξ ]

= d

dT
[dψT ξ + α(T )X(θT )]

= H(dψT ξ)+ α̇(T )X(θT )+ α(T ) d
dT

X(θT )

= H[dφT ξ − α(T )X(θT )] + α̇(T )X(θT )+ α(T ) d
dT

X(θT ),

whereα(T ) = α(T , ξ) is from (43).
Since(d/dT )X(θT ) = HX(θT ), then

d

dT
[P dφT ξ ] = H[dφT ξ ] + α̇(T )X(θT ).

Hence,

K dφT ξ = H[dφT ξ ] + α̇(T )X(θT ) for ξ ∈ N . (44)

Observe that this equation must hold in all the 2n − 1 coordinates ofTϑ6. Since
Image(K) ⊆ N , then3K = K. So

K(dφT ζ ) = 3K(dφT ζ ) = 3[H dφT ζ + α̇(T , ζ )X(θT )]
= 3H(dφT ζ ) for ζ ∈ N .
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SincedφT : N(θ0) = N → N(θT ) = N is surjective, this proves item (b).
(a) LetV ∈ Rn−1, then

V ∗KPP V = [(0, V ∗),0n−1]K
[
0n
V

]
.

Sinceξ = (0n, V ) ∈ N , we can use equation (44) to obtain

V ∗KPPV = [(0, V ∗),0n−1]
[
H
[
0n
V

]
+ α̇(T , dφ−T ξ)

[
H ∗p
−H ∗Q

]]
= 0+ V ∗HPPV + α̇((0, V ∗) ·H ∗p)
= V ∗HPPV + α̇〈(1,0n−1), (0, V ∗)〉
= V ∗HppV > 0.

We now prove (c). Since the operatorH(ϑ) is uniformly bounded onϑ ∈ 6, from (b)
it is enough to prove that the projection3 is bounded on the orbit ofθ0. For it is enough
to see that the anglê(X(θT ),N(θT )) is uniformly bounded away from 0. Given a vector

ξ = (h, v) =
n∑
i=1

(
hi

∂

∂qi
+ vi ∂

∂pi

)
∈ N(θT ),

written in our coordinates (2a), (2b), define the norm|ξ | := (∑n
i=1 h

2
i + v2

i

)1/2
. Suppose

that|ξ | = 1. Sinceξ ∈ N(θT ), thenHp · h = 0. Moreover,Hp = ∂/∂q1 and hence,

|X(θT ) · ξ |
|X(θT )| =

|Hp · h−Hq · v|
(|Hp|2+ |Hq |2)1/2 =

|Hq ||v|√
1+ |Hq |2

≤ 1 · max
0≤x≤A

x√
1+ x2

= A√
1+ A2

< 1,

whereA := supT ∈R |Hq(θT )| < +∞ with the norm in our coordinates∂/∂pi . 2

COROLLARY 2.3. Along the orbitθT = φT (θ0), we have the following.
(a) The orbit ofθ0 underφT has no conjugate points.
(b) Existence of the Green bundles fordφs |N(θT ):

E>(θT ) = lim
s→+∞ dφ−s(V (θT+s ) ∩N(θT+s))

F>(θT ) = lim
s→−∞ dφ−s(V (θT+s ) ∩N(θT+s)).

Moreover,E>(θ) = E(θ) ∩N(θ) andF>(θ) = F(θ) ∩N(θ) for all θ ∈ 6.
(c) Horizontal growth of iterates of vertical vectors: for allR > 0 there exists

S = S(R, θT ) > 0 such that for all|s| > S(R, θT ) and all ξ ∈ N(θT ) ∩ V (θT )
we have that|dπ(dφs(θT ) · ξ)| > R |ξ |.

(d) Define

B>(θT ) =
{
ξ ∈ N(θT )

∣∣∣∣ sup
s∈R
|dπ · dψs · ξ | < +∞

}
.

ThenB>(θT ) ⊆ E>(θT ) ∩ F>(θT ).
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(e) Let9s := dφs |N = 3 ◦ dψs |N , then

dφs |N(θT ) = 3(θT+s ) ◦ d9s ◦3(θT ) = 9s,
9s+t = 9s ◦9t.

Proof. LetU(θT ) := V (θT ) ∩N(θT ) = V (θT ) ∩ TθT 6. From (43) we have that

dφT (θ0) · ξ = dψT (θ0) · [ξ + α(T , ξ)X(θ0)].
Hence,dφT (U(θ0)) ⊆ dψT (W(θ0)), whereW(θ) := (V (θ) ∩ Tθ6) ⊕ 〈X(θ)〉. From
Proposition 1.16,

U(θT ) ∩ dφT (U(θ0)) ⊆ V (θT ) ∩ dψT (W(θ0)) = {0} for all T 6= 0.

This implies item (a).
From Lemma 2.2, the first part of item (b) and items (c) and (d) have the same proofs

as Propositions A, 1.10 and Proposition 1.11, respectively.
Sincedφs anddψs satisfy (43) anddφs preserves the bundleN(θT ), we have that

dφs |N(θT ) = 3(θT+s ) ◦ dψs |N(θT ) = 3(θT+s ) ◦ dψs ◦3(θT ) = 9s.
Moreover,

9s+t = dφs+t |N(θT ) = dφs |N(θT+t ) ◦ dφt |N(θT ) = 9s ◦9t.
This proves item (e).

Finally, we have that

E>(θ0) = lim
T→+∞[dφ−T (V (θT ) ∩N(θT ))]
= 3(θ0) lim

T→+∞[dψ−T (V (θT ) ∩ TθT 6)]
⊆ 3(θ0) · E(θ0) ⊆ E(θ0),

becauseX(θ0) ∈ E(θ0). Thus,E>(θ0) ⊆ E(θ0) ∩ N(θ0). Since dimE>(θ0) = dimU =
n − 1 = dim(E(θ0) ∩ N(θ0)), we have thatE>(θ0) = E(θ0) ∩ N(θ0). The equation
F>(θ0) = F(θ0) ∩N(θ0) is proven similarly. This completes the proof of item (b). 2

Proof of Proposition B.Let θ0 ∈ 0 and letτ > 0 be the period ofθ0. Suppose that
0 is hyperbolic, then by Proposition 1.14,E(θ0) ⊆ Es(θ0) ⊕ 〈X(θ0)〉 and F(θ0) ⊆
Eu(θ0)⊕ 〈X(θ0)〉. Hence,E(θ0) ∩ F(θ0) = 〈X(θ0)〉.

Now observe that if we construct the coordinates(q1, . . . , qn) in (2a), (2b) so that they
are periodic with periodτ , thendφτ (θ0) : N(θ0)←↩ is the derivative of the Poincar´e map
of ψt defined on the cross-section{ϑ | q1(ϑ) = 0}.

Suppose thatE(θ0) ∩ F(θ0) = 〈X(θ0)〉. By Corollary 2.3(a) and (b) we have that
B>(θ0) ⊆ E>(θ0)∩F>(θ0) = 〈X(θ0)〉∩N(θ0) = {0}. This implies that0 is hyperbolic.2

3. Quasi-hyperbolic actions
Let B be a compact metric space andπ : E → B a vector bundle provided with a
continuous norm| · |p on each fibreπ−1{p}. Let9 be anR-action9 : R → Isom(E),
i.e.
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(i) there exists a continuous flowψt onB such thatπ ◦9t = ψt ◦ π ;
(ii) 9t : E(p) → E(ψt (p)) is a linear isomorphism, whereE(p) := (π |E)−1{p},

p ∈ B;
(iii) 9s+t = 9s ◦9t .

We say that the action9t is quasi-hyperbolicif

sup
t∈R
|9t(ξ)| = +∞ for all ξ ∈ E, ξ 6= 0.

We say that9 is hyperbolic if there exists an invariant continuous splittingE(p) =
Eu(p)⊕ Es(p), p ∈ B andC > 0,λ > 0 such that:
(3a) 9t(Eu(p)) = Eu(ψt (p)),9t(Es(p)) = Es(ψt (p)), for all x ∈ B, t ∈ R;
(3b) |9t(ξ)| ≤ Ce−λt |ξ | for all t > 0, ξ ∈ Eu(p), p ∈ B;
(3c) |9−t (ξ)| ≤ Ce−λt |ξ | for all t > 0, ξ ∈ Eu(p), p ∈ B.

The aim of this section is to prove the following.

THEOREM 0.2. If the action9 is quasi-hyperbolic and the non-wandering set�(ψ|B) =
B, ψ ◦ π = π ◦9, then9|E is hyperbolic.

Applying this theorem to the case in whichB = M is a compact manifold,ψt is a
differentiable flow onM,9t = dψt andE is adψt -invariant continuous bundle such that
E ⊕ 〈(d/dt)ψt 〉 = TM, we get the following.

THEOREM 3.1. (Freire [15]) If M is a closed manifold andψ is a quasi-Anosov flow on
M such that�(ψ) = M, thenψ is Anosov.

The proof of Theorem 0.2 is similar to that of Theorem 3.1. We include it here for
completeness.

Suppose that the action of9 is quasi-hyperbolic. Forp ∈ B define

Es(p) :=
{
v ∈ E(p)

∣∣∣∣ sup
t>0
|9t(p)(v)| < +∞

}
,

Eu(p) :=
{
v ∈ E(p)

∣∣∣∣ sup
t<0
|9t(p)(v)| < +∞

}
.

Observe that by the quasi-hyperbolicity we have that

Es(p) ∩ Eu(p) = {0} for all p ∈ B.
LEMMA 3.2. There existsτ > 0 such that for allp ∈ B,

‖9τ |Es(p)‖ < 1
2, ‖9−τ |Eu(p)‖ < 1

2

for all p ∈ M.

Proof. Suppose that the lemma is false forEs . The proof forEu is similar. Then there
exist sequencesxn ∈ B, vn ∈ Es(xn), |vn| = 1 such that|9n(vn)| ≥ 1

2 for all n ∈ N. We
claim that there existsC such that

sup
t≥0
‖9t(p)|Es(p)‖ < C < +∞.
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for all p ∈ B.
Suppose the claim is true. Letwn := 9n(vn) and yn := ψn(xn). We have that

1
2 ≤ |wn| ≤ C for all n and

|9t(wn)| = |9t+n(vn)| ≤ C for all t ≥ −n.
SinceB is compact there exists a convergent subsequence of(yn,wn). If yn →

n
y and

wn→
n
w, we have thaty ∈ B, w ∈ E(y), |w| ≥ 1

2 and

|9t(w)| ≤ C for all t ∈ R.
This is a contradiction.

Now we prove the claim. Suppose it is false. Then there existsxn ∈ B, tn ≥ 0,
vn ∈ Es(xn), |vn| = 1, such that

sup
n
|9tn(vn)| = +∞. (45)

Let sn > 0 be such that

|9sn(vn)| > 1
2 sup
s≥0
|9s(vn)| ≥ 1

2|9tn(vn)|.
By (45) we have thatsn →

n
+∞. Let yn := ψsn(xn) and

wn := 9sn(vn)

|9sn(vn)|
.

Then|wn| = 1 and ift > −sn we have that

|9t(wn)| = |9t+sn(vn)||9sn(vn)|
≤ 2|9t+sn(vn)|

sups≥0 |9s(vn)|
≤ 2.

Since|wn| = 1 andyn ∈ M, there exists a convergent subsequence(yn,wn) → (y,w).
We would have thaty ∈ B, w ∈ E(y), |w| = 1 and

|9t(w)| ≤ 2 for all t ∈ R.
This is a contradiction. 2

LEMMA 3.3. There existsK > 0 such that for allx ∈ B andv ∈ E(x),
|9t(v)| ≤ K(|v| + |9s(v)|) for all 0 ≤ t ≤ s.

Proof. Suppose it is false. Then there existxn ∈ B, 0 6= vn ∈ E(xn) and 0≤ tn ≤ sn,
such that

|9tn(vn)| ≥ n(|vn| + |9sn(vn)|).
Then tn → +∞ and sn − tn → +∞ when n → +∞. We can assume that
|9tn(vn)| = sup

0≤t≤sn
|9t(vn)|. Let

wn := 9tn(vn)

|9tn(vn)|
·

For−tn < t < sn − tn, we have that

|9t(wn)| = |9t+tn(vn)||9tn(vn)|
≤ 1

|9tn(vn)|
sup

0≤t≤sn
|9t(vn)| = 1.

Taking a subsequence, if necessary, we can assume thatxn → x andwn → w ∈ E(x).
Then|9t(w)| ≤ 1 for all t ∈ R, with |w| = 1. This is a contradiction. 2
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Proof of Theorem 0.2.Standard methods (cf. Hirsch–Pugh–Shub [21]) show that the
continuity of the strong stable and unstable bundles is redundant in the definition of a
hyperbolic action. So it remains to prove that for allx ∈ B, we have thatEs(x)⊕Eu(x) =
E(x). Given x ∈ B, sincex ∈ �(ψ|B), there existxn → x, sn → +∞ such that
ψsnxn→ x. LetEn be a subspace ofE(xn) such that

dimEn = dimE(x)− dimEs(x), Es(x)⊕ lim
n
En = E(x).

We claim that there existsC > 0 such that

‖9−t |9sn(En)‖ ≤ C for all 0≤ t ≤ sn.
Suppose that the claim is true. Taking a subsequence if necessary, we can assume that

the limit limn 9sn(En) exists. Then

‖9−t |limn 9sn(En)‖ ≤ C for all t > 0.

Then limn 9sn(En) ⊂ Eu(x) and dimEu(x) + dimEs(x) ≥ dimEn + dimEs(x) =
dimE(x). SinceEs(x) ∩ Eu(x) = {0}, this completes the proof.

Now we prove the claim. Suppose it is false, then there existvn ∈ 9sn(En), |vn| = 1
and 0< tn < sn such that|9−tn(vn)| ≥ n. By Lemma 3.3, we have that

n ≤ |9−tn(vn)| ≤ K(|9−sn(vn)| + |vn|).
Hence,|9−sn(vn)| ≥ (n−K)/K. From Lemma 3.3 we also have that

|9t(9−sn(vn))|
|9−sn(vn)|

≤ K + K

|9−sn(vn)|
for 0< t < sn.

Letwn := 9−sn(vn)/|9−sn(vn)|. The estimates above give that

|9t(wn)| ≤ K + K2

n−K for 0< t < sn.

If wn → w, then|w| = 1 andw ∈ lim En, thus,w /∈ Es(x). But |9t(w)| ≤ K for all
t ≥ 0. This is a contradiction. 2

Proof of Theorem C.Forθ ∈ 6, let

N(θ) := {ξ ∈ Tθ6 | 〈dπ · ξ, dπX(θ)〉π(θ) = 0},
and let3(θ) : Tθ6→ N(θ) be the projection along the direction ofX(θ):

3(θ) · ξ = ξ + β(ξ)X(θ) such that3(θ) · ξ ∈ N(θ).
Let 9s(θ) = 3(ψs(θ)) ◦ dψs |N(θ). By Corollary 2.3(e),9s defines anR-action on the
vector bundleπ : N → 6.

Suppose that the Green bundles satisfyE ∩ F = 〈X〉 on6. Then by Corollary 2.3(b)
and 2.3(d),

B>(θ) ⊆ E>(θ) ∩ F>(θ) = E(θ) ∩ F(θ) ∩N(θ) = {0}.
Therefore, the action9s is quasi-hyperbolic. Sinceψs preserves the Liouville measure,
which is positive on open sets, then�(ψ|6) = 6. Hence,9s is a hyperbolic action.
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This implies thatφt is Anosov. By the methods in Hirsch–Pugh–Shub [21], we get that
ψt is Anosov. We outline the proof below.

For θ ∈ 6 let Eu(θ) ⊆ N(θ) be the subspace given by item (3b) in the definition of
hyperbolic action. ThenEu is a continuous subbundle ofT6. Define

F := {L : Eu → R continuous| L(θ) : Eu(θ)→ R is linear∀θ ∈ 6},
with ‖L‖ = supξ∈Eu\{0} |L(ξ)|/|ξ |.

To each functional inF associate a subbundleWL of T6 by

WL(θ) := graph(L(θ)) = {ξ + (L(θ) · ξ)X(θ) | ξ ∈ Eu(θ)}.
Let τ > 0 be such thatCe−λτ < e−λ < 1, whereC andλ are from (3b). Consider the
following ‘graph transformation’T : F → F , corresponding toWTL = dψτ (WL) and
defined by

dψτ (ξ + L(ξ)X(θ)) = 9τ (ξ)+ [T (L)(9τ (ξ))]X(ψτ (θ)), θ ∈ 6, ξ ∈ Eu(θ).
We claim thatT is a contraction. Indeed∣∣∣∣T (L1 − L2)(9τξ)

‖9τξ‖
∣∣∣∣ ‖X(ψτ θ)‖ ≤ ‖dψτ [(L1(ξ)− L2(ξ))X(θ)]‖

eλ‖ξ‖
≤ |(L1− L2)(ξ)|

eλ‖ξ‖ ‖X(ψτ θ)‖.

Hence,‖T (L1)− T (L2)‖ ≤ e−λ‖L1 − L2‖.
The fixed pointL∗ of T gives the (continuous) strong unstable bundle ofψt . Indeed,

if Eu = WL∗ , thenEu is clearly dψt -invariant. Moreover, ifζ ∈ Eu(θ), then ζ =
ξ + (L∗ξ)X(θ) with ξ = 3ζ ∈ Eu(θ). SinceL∗ is continuous then there existsQ1 > 0
such that|ζ | ≤ Q1|ξ | = Q1|3ζ | for all ζ ∈ Eu. SinceN(θ) is transversal to〈X(θ)〉
and both are continuous subbundles ofT6, (6 compact), then the anglê(X(θ),N(θ)) is
bounded below and hence, there existsQ2 > 0 such that(1/Q2)|3ζ | = (1/Q2)|ξ | < |ζ |.
Then

|dψt (ζ )| = |9t(ξ)+ (T (L∗) · ξ)X(ψtθ)|

≥ 1

Q2
|9t(ξ)| ≥ C

−1eλt

Q2
|ξ | ≥ eλt

CQ1Q2
|ζ |.

Finally,
dimEu = dim graph(L∗) = dimEu = n− 1.

The existence of a continuous strong stable subbundle of dimensionn − 1 is proven
similarly. 2

4. The index form
Let L = pHp − H be the Lagrangian associated toH . Consider∂L/∂v(x, v) :
T(x,v)(TxM) ≈ TxM → R as an elementLv ∈ T ∗M. The Legendre transform
FL(x, v) = (x, Lv) identifiesq = x, p = Lv . Similarly, usingF−1

L = FH , we get
thatv = Hp under the same identification. Also

H = vLv − L = pHp − L(q,Hp).
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Hence,Hq = −Lq = −Lx . With these identifications the Hamiltonian equations (1)
become

d

dt
x = v ←→ d

dt
q = Hp,

d

dt
Lv = Lx ←→ d

dt
p = −Hq. (46)

Hence, identifyingLx = −Hq ∈ T(p,q)(T
∗M), the Euler–Lagrange equation (46) is

understood as a first-order differential equation onT ∗M, where(d/dt)Lv is the tangent
vector to the patht 7→ Lv(γ (t), γ̇ (t)) in T ∗M.

We derive the Jacobi equation in this Lagrangian setting. Letγ (t) be a solution of
the Euler–Lagrange equation (2). Considering a variationf (s, t) of γ (t) = f (0, t) made
of solutionst 7→ f (s, t) of the Euler–Lagrange equation (2) and taking the covariant
derivativeD/ds, we obtain theJacobi equation

D

dt
(Lvxk + Lvvk̇) = Lxxk + Lxvk̇, (47)

wherek = (∂f/∂s)(0, t), k̇ = (D/dt)(∂f/∂s) and the derivatives ofL are evaluated
on γ (t) = f (0, t). Here we have used that(D/ds)(∂F/∂t) = (D/dt)(∂F/∂s) for the
variation mapF(s, t) = Lv(f (s, t), (∂f/∂t )(s, t)) ∈ T ∗M, whereD/ds andD/dt are the
covariant derivatives on the Riemannian manifoldT ∗M. The linear operatorsLxx , Lxv,
Lvv coincide with the corresponding matrices of partial derivatives in local coordinates.
The solutions of (47) satisfy

Dϕt (k(0), k̇(0)) = (k(t), k̇(t)) ∈ Tγ (t)(TM),
whereϕt is the Lagrangian flow onTM. A solution of (47) is called aJacobi field.

Let �T be the set of continuous piecewiseC2 vectorfieldsξ alongγ[0,T ]. Define the
index formon�T by

I (ξ, η) =
∫ T

0
(ξ̇Lvvη̇ + ξ̇Lvxη + ξLxvη̇ + ξLxxη) dt, (48)

which is the second variation of the action functional for variationsf (s, t) with ∂f/∂s ∈
�T . For general results on this form see Duistermaat [12].

The following transformation of the index form is taken from Hartman [20] and was
originally due to Clebsch [7]. Let θ ∈ T ∗M and suppose that the orbit ofθ , ψt (θ),
0 ≤ t ≤ T does not have conjugate points. LetE ⊂ TθT

∗M be a Lagrangian
subspace such thatdψt (E) ∩ V (ψt (θ)) = {0} for all 0 ≤ t ≤ T . Such a subspace
E always exists by Proposition 1.15(b). LetE(t) := dψt(E) and letH(t), V (t) be
a matrix solution of the Hamiltonian Jacobi equation (6) such that detH(t) 6= 0 and
E(t) = Image(H(t), V (t)) ⊂ Tψt (θ)(T ∗M) is a Lagrangian subspace. In particularH(t)

satisfies the Lagrangian Jacobi equation (47). We have that[
H(t)

V (t)

]
= DFL(ϕt (θ)) ·

[
H(t)

H ′(t)

]
=
[
I 0
Lvx Lvv

] [
H

H ′
]
. (49)
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From (49) and (47), we have that

V = LvvH ′ + LvxH, V ′ = LxvH ′ + LxxH. (50)

Moreover, sinceE(t) is a Lagrangian subspace, then the Hamiltonian solution of the Ricatti
equation (7),S(t) = V (t)H(t)−1, is symmetric, i.e.

H(t)∗V (t) = V (t)∗H(t). (51)

Let η ∈ �T and defineζ ∈ �T by η(t) = H(t)ζ(t). Then the integrand ofI (η, η) in
(48) is

(LvvHζ
′ + V ζ ) · (H ′ζ +Hζ ′)+ (V ′ζ + LxvHζ ′) ·Hζ.

Since(LvvHζ ′) · (H ′ζ ) = (Hζ ′) · (LvvH ′ζ ) and(LxvHζ ′) · (Hζ ) = (Hζ ′) · (LvxHζ ),
the integrand can be written as

LvvHζ
′ ·Hζ ′ +Hζ ′ · V ζ + V ζ ·H ′ζ + V ζ ·Hζ ′ + V ′ζ ·Hζ.

Using (51), we have thatV ∗Hζ ′ · ζ = H ∗V ζ ′ · ζ = V ζ ′ · Hζ . Hence, the integrand in
(48) isLvvHζ ′ ·Hζ ′ + (V ζ ·Hζ)′. Sinceη andζ are continuous, we have that

I (η, η) =
∫ T

0
(LvvHζ

′ ·Hζ ′) dt +Hζ · V ζ |T0 if η = Hζ ∈ �T . (52)

Let FH(q, p) = (q,Hp) be the Legendre transform of the Hamiltonian. ThenFL and
FH are inverse maps, in particular

(DFH )−1 =
[
I 0
Hpq Hpp

]−1

=
[
I 0
Lvx Lvv

]
= DFL,

and hence,Lvv = (Hpp)−1. We obtain that

I (ξ, η) =
∫ T

0
(Hζ ′)∗(Hpp)−1(Hρ′) dt + (Hζ )∗(Vρ)|T0 (53)

for ξ = Hζ ∈ �T , η = Hρ ∈ �T . This formula can also be written as

I (ξ, η) =
∫ T

0
(Hζ ′)∗(Hpp)−1(Hρ′) dt + ξ∗Sη|T0 , (54)

whereS(t) = V (t)H(t)−1 is the corresponding solution to the Ricatti equation (7).

COROLLARY 4.1. If θ ∈ T ∗M and the segment{ψt(θ) | t ∈ [0, T ]} has no conjugate
points then the index form is positive definite on

0T = {ξ : [0, T ] → TM | ξ(t) ∈ TπψtθM, ξ is piecewiseC2, ξ(0) = 0, ξ(T ) = 0}.
Moreover,IT (η, η) = 0 if and only ifη is a Jacobi field on0T .

Proof. Let ξ ∈ 0T , ξ 6= 0. Write ξ(t) = H(t)ζ(t). Since detH(t) 6= 0, ζ(0) = 0,
ζ(T ) = 0 andζ(t) 6≡ 0, thenζ ′ 6≡ 0. Now use formula (53). 2
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We now extend formula (53) to the case in whichH(t) may be singular (orζ ′(t), η′(t)
may be discontinuous) at a finite set of points. Let{t1, . . . , tN } be the points in[0, T ] such
that detH(ti) = 0. Then

I (ξ, η) =
∫ T

0
(Hζ ′)∗(Hpp)−1(Hρ′) dt + (Hζ )∗(Vρ)|T0 −

N∑
i=1

(Hζ )∗(Vρ)|t
+
i

t−i
, (55)

whereξ = Hζ , η = Hρ. But now ζ , ρ are piecewiseC2 but may be discontinuous
at t1, . . . , tN . Alternatively, we can use a sum of formulas (53) or (55) using
different Lagrangian subspacesdψt (Ei) and corresponding solutions(Hi, Vi) on disjoint
subintervals]ti , ti+1[ ⊂ [0, T ].

Observe that for any convex Hamiltonian onT ∗M and anyθ ∈ M there exists
ε > 0 such that the segment{ψt (θ) | |t| < ε} has no conjugate points. Indeed, let
Yθ (t)v = dπ dψt(θ)(0, v), where(0, v) ∈ V (θ). Then from the Jacobi equation (6) we
have that

D

dt
Yθ (t)

∣∣∣∣
t=0
= Hpp(θ).

SinceYθ (0) = 0 andHpp(θ) is non-singular, thenYθ (t) is an isomorphism for|t| < ε,
someε > 0. In particulardψt (θ)V (θ) ∩ V (θ) = {0} for |t| < ε.

We say that a curveγ (t) ∈ M, t ∈ [0, T ] is minimizing if it minimizes the action
functional ∫ T

0
L(δ(t), δ′(t)) dt

over all absolutely continuous curvesδ(t) ∈ M, 0 ≤ t ≤ T , such thatδ(0) = γ (0) and
δ(T ) = γ (T ).
COROLLARY 4.2. If θ ∈ T ∗M and the segment{πψt (θ) | t ∈ [0, S[} is minimizing, then
it has no conjugate points.

Proof. Suppose it is false. LetψT (θ), T < S be the first conjugate point in{πψt (θ) |
t ∈ [0, S[}. Then there existsξ = (0, v) ∈ V (θ) such thatdψT (θ)ξ ∈ V (ψT (θ)).
Let η(t) = dπ dψt (θ)ξ . Using the limit of (53) on the interval[0, T [ we have that
I (η, η)|T0 = 0.

Let ε > 0 be such that (cf. Proposition 1.15) the segment{ψt (θ) | T − ε ≤ t ≤ T + ε}
has no conjugate points. Letζ(t) = YψT+ε(θ)(t−T−ε)w = dπ dψt−T−ε(ψT+ε(θ))(0, w),
T−ε ≤ t ≤ T+ε, wherew is such thatζ(T−ε) = η(T−ε). Let η̂ = η(t) if T−ε ≤ t ≤ T
andη̂(t) = 0 if T ≤ t ≤ T + ε. Then usingH(t) = YψT+ε(θ)(t − T − ε) on (53), we have
that

I (̂η, η̂)|T+εT−ε > I (ζ, ζ )|T+εT−ε.
Extendζ andη̂ by ζ(t) = η̂(t) = η(t) for 0≤ t ≤ T − ε. Then

I (ζ, ζ )|T+ε0 < I (̂η, η̂)|T+ε0 = 0.

Now consider the variationf (s, t) = expπψt (θ) sζ(t). We have thatf (s,0) = π(θ),
f (s, T + ε) = π(ψT+ε(θ)), ∂f/∂s(0, t) = ζ(t) and if

A(s) =
∫ T+ε

0
L

(
f (s, t),

∂f

∂t
(s, t)

)
dt
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is the action off (s, t), thenA′(0) = 0 becausef (0, t) = πψt (θ) satisfies the Euler–
Lagrange equation and

A′′(0) = I (ζ, ζ ) < 0.

Therefore, the segment{πψ(θ) | 0 ≤ t ≤ T + ε} is not minimizing. 2

COROLLARY 4.3. If 0T is as in Corollary 4.1, then

indexIT |0T =
∑

0<t≤T
dim[dψt(V (θ)) ∩ V (ψt(θ))],

where the sum is over the discrete set of points conjugate toθ .

A proof of this corollary can be obtained from the following remarks.
1. By Corollary 4.1, if 0< t ≤ T thenIt (η, η) = 0 only if η is a Jacobi field on0t .

Hence, the index ofIt can only change witht whenψt (θ) is conjugate toθ .
2. If It (ζ, ζ ) < 0 and 0< t ≤ T , then the extension̂ζ (s) = ζ(s) on 0 ≤ s ≤ t

and ζ̂ (s) = 0 on 0≤ s ≤ T satisfyIT (̂ζ , ζ̂ ) = It (ζ, ζ ) < 0. Hence, the function
t 7→ index(It |0t ) is non-decreasing.

3. The proof of Corollary 4.2 constructs a linearly independent vectorfieldζ ∈ 0T
with IT (ζ, ζ ) < 0 for each linearly independent vectorξ ∈ V (θ)∩ dψ−t (V (ψt (θ)),
0< t ≤ T .

5. Proof of Theorem D
We begin by quoting the following theorem by Ma˜né [26]. Given a (periodic) Lagrangian
L : TM × S1→ R andω ∈ H 1(M,R), letMω(L) be the set of minimizing measures of
L+ ω, whereω is any 1-form in the classω.

THEOREM 5.1. (Mañé [26])
(a) For everyω ∈ H 1(M,R) there exists a residual subsetO(ω) ⊂ C∞(M × S1) such

thatψ ∈ O(ω) implies#Mω(L+ ψ) = 1.
(b) There exist residual subsetsO ⊂ C∞(M×S1) andH ⊂ H 1(M,R) such thatψ ∈ O

andω ∈ H imply #Mω(L+ ψ) = 1.

Now take an autonomous LagrangianL andω = 0 ∈ H 1(M,R). Then the item (a)
implies the first part of Theorem D. LetO be the residual subset given by this theorem. Let
A be the subset ofO of potentialsψ for which the measure onM(L+ψ) is supported on
a periodic orbit. LetB := O \A and letA1 be the subset ofA on which the minimizing
periodic orbit is hyperbolic. We prove thatA1 is relatively open onA. For, letψ ∈ A1

and
M(L+ ψ) = {µγ },

whereµγ is the invariant probability measure supported on the hyperbolic periodic orbit
γ for the flow ofL+ψ. We claim that ifφk ∈ A, φk → ψ andM(L+ φk) = {µηk }, then
ηk → γ . Indeed, sinceL is superlinear, the velocities in the support of the minimizing
measuresµk := µηk are bounded (cf. [25, 29]), and hence, there exists a subsequence
µk → ν converging weakly* to a some invariant measureν for L+ ψ. Then ifν 6= µγ ,

lim
k
SL+φk (µk) = SL+ψ(ν) > SL+ψ(µγ ). (56)
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Thus, if δk is the analytic continuation of the hyperbolic periodic orbitγ to the flow of
L + φk in the original energy levelc(L + ψ), since limk SL+ψk (µδk ) = SL+ψ(µγ ), for k
large we have that,

SL+φk (µδk ) < SL+φk (µηk );
which contradicts the choice ofηk. Therefore,ν = µγ . For energy levelsh near to
c(L + ψ) and potentialsφ near toψ, there exist hyperbolic periodic orbitsγφ,h which
are the continuation ofγ . Now, on a small neighbourhood of a hyperbolic orbit there
exists a unique invariant measure supported on it, and it is in fact supported in the periodic
orbit. Thus, sinceηk → γ , thenηk is hyperbolic. Hence,φk ∈ A1 andA1 contains a
neighbourhood ofφ in A.

Let U be an open subset ofC∞(M,R) such thatA1 = U ∩ A. We shall prove below
thatA1 is dense inA. This implies thatA1 ∪ B is generic. LetV := int(C∞(M,R) \ U),
thenU ∪ V is open and dense inC∞(M,R). Moreover,V ∩A = ø becauseA ⊆ A1 ⊆ U
andV ∩A ⊆ A \ U = ø. SinceO = A ∪ B is generic and

(U ∪ V) ∩ (A ∪ B) = (U ∩A) ∪ ((U ∪ V) ∩ B)
⊆ A1 ∪ B,

thenA1 ∪ B is generic.

Note. The perturbation needed to achieve hyperbolicity in the case of a periodic orbit and
a singularity follow the same spirit. However, to prove it in the case of a singular point is
much easier because the Jacobi equation (the linear part of the flow) is autonomous. We
suggest it is read first.

We have to prove thatA1 is dense inA, i.e. given that a LagrangianL has a unique
minimizing measure supported on a periodic orbitγ , then there exists a perturbation by
an arbitrarily smallC∞-potentialφ, such that the new LagrangianL + φ has a unique
minimizing measure supported on a hyperbolic periodic orbit.

Fix ρ ∈ A and let0 be the periodic orbit inM(L + ρ), we can assume thatρ = 0.
By the graph property (cf. [25, 29]), the projectionπ |0 : 0 → M, π(x, v) = x

is injective. In particularπ(0) ⊆ M is a simple closed curve. Choose coordinates
x = (x1, . . . , xn) : U → S1 × Rn−1 on a tubular neighbourhood ofπ(0) such that
x(0) = S1 × {0} and {∂/∂x1, ∂/∂x2, . . . , ∂/∂xn} is an orthonormal frame over the
points of π(0). In particular∂/∂x1 is parallel toπ(0). Define L̃ = L + φ with
φ(x1, . . . , xn) = 1

2f (x)ε(x
2
2 + x2

3 + · · · + x2
n), wheref (x) is aC∞ non-negative bump

function with support inU which is one on a small neighbourhood ofπ(0). Clearly,φ
can be madeC∞ arbitrarily small. Onπ(0) we have that̃Lvv = Lvv, L̃vx = Lvx and
L̃xx = Lxx + ε

[
0 0
0 I

]
. Observe that sincẽL ≥ L thenM(L+ φ) = {µ0}.

Let H andH̃ = H − φ be the Hamiltonians associated toL andL̃ respectively. Let
0 be the corresponding periodic orbit forH andH̃ on T ∗M. We have to prove that the
periodic orbit0 is hyperbolic for the flow ofH̃ . Since it is minimizing, by Corollary 4.2
the orbit0 has no conjugate points. By Proposition B it is enough to prove that the Green
bundles̃E, F̃ satisfyẼ(θ) ∩ F̃(θ) = 〈X̃(θ)〉 on a pointθ ∈ 0, whereX̃ is the Hamiltonian
vectorfield ofH̃ .
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Fix θ ∈ 0 and letZ̃T (t) = dπ◦dψ̃t◦[dπ |dψ̃−T (V (ψ̃T (θ)))]−1. Let(Z̃T , ṼT ) andK̃T (t) =
ṼT (t)(Z̃T (t))

−1, 0≤ t < T , be the corresponding solutions of the Jacobi equation (6) and
the Ricatti equation (7) respectively: graph(K̃T (t)) = dψ̃t (dψ̃−T (V (ψ̃T θ))), Z̃T (T ) = 0,
Z̃T (0) = I .

DefineN(θ) := {w ∈ Tπ(θ)M | 〈w, γ̇ 〉 = 0}. ThenN(θ) is the subspace of
Tπ(θ)M generated by the vectors∂/∂x2, . . . , ∂/∂xn. Let v0 ∈ N(θ), |v0| = 1 and let
ξT (t) := Z̃T (t)v0. Denote bỹIT andIT the index forms on[0, T ] for L̃ andL respectively.
Using the solution(Z̃T , ṼT ) on formula (53), we obtain that

ĨT (ξ
T , ξT ) = −(Z̃T (0)v0)

∗(ṼT (0)v0) = −v0
∗K̃T (0)v0. (57)

Moreover, in the coordinates(x1, . . . , xn; ∂/∂x1, . . . , ∂/∂xn) onTU we have that

ĨT (ξ
T , ξT ) =

∫ T

0
(ξ̇T L̃vvξ̇

T + 2ξ̇ T L̃xvξ
T + ξT L̃xxξT ) dt

=
∫ T

0
(ξ̇T Lvvξ̇

T + 2ξ̇ T LxvξT + ξT LxxξT ) dt +
∫ T

0
ε

n∑
i=2

|ξTi |2 dt. (58)

We have that̃ZT (0) = I and for allt > 0, limt→∞ Z̃T (t) = h̃(t) with h̃(t) given on
Claim 1.3 forH̃ . Writing πN(ξ) = (ξ2, ξ3, . . . ξn) then|πN h̃(0)v0| = |v0| = 1 because
v0 ∈ N(θ). Hence, there existsλ > 0 andT0 > 0 such that|πNξT (t)| = |πNZ̃T (t)v0| > 1

2
for all 0 ≤ t ≤ λ andT > T0. Therefore,

ĨT (ξ
T , ξT ) ≥ IT (ξT , ξT )+ ελ

4
. (59)

Let (h(t), v(t)) = dψt ◦ (dπ |E(θ) )−1 be the solution of the Jacobi equation forH
given by Claim 1.3 and letS(ψt (θ)) = v(t)h(t)−1 be the corresponding solution of the
Ricatti equation, with graph[S(ψt (θ))] = E(ψt (θ)). Using formula (53), and writing
ξT (t) = h(t)ζ(t), we have that

IT (ξ
T , ξT ) =

∫ T

0
(hζ̇ )∗H−1

pp (hζ̇ ) dt + 0− (h(0)ζ(0))∗(v(0)ζ(0)),
IT (ξ

T , ξT ) ≥ −v∗0S(θ)v0. (60)

From (57), (59) and (60), we get that

v∗0S(θ)v0 ≥ v∗0K̃T v0 + ελ
4
.

From Proposition 1.4, we have that limT→+∞ K̃T (0) = S̃(θ), where graph(̃S(θ)) = Ẽ(θ),
the stable Green bundle for̃H . Therefore,

v∗0S(θ)v0 ≥ v∗0S̃(θ)v0 + ελ
4
. (61)

Similarly, for the unstable Green bundles we obtain that

v∗0U(θ)v0+ λ2 ≤ v∗0Ũ(θ)v0 for v0 ∈ N(θ), |v0| = 1, (62)

for someλ2 > 0 independent ofv0.
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From Proposition 1.4 we have thatU(θ) < S(θ). From (61) and (62) we get that
Ũ|N � U|N < S|N � S̃|N . SinceẼ(θ) = graph(̃S(θ)) andF̃(θ) = graph(Ũ(θ)), we get
thatẼ(θ)∩ F̃(θ) ⊆ 〈X̃(θ)〉. Then Proposition B shows that0 is a hyperbolic periodic orbit
for L+ φ.

This proves thatA1 is dense inA. LetA2 be the subset ofA1 of potentialsψ for which
the minimizing hyperbolic periodic orbit0 has transversal intersectionsWs(0) t Wu(0).
ThenA2 is relatively open onA1. Indeed, ifφn ∈ A1 and φn → ψ ∈ A2 and
M(L+φn) = {µγn},M(L+ψ) = {µ0}, we have seen that theγns are continuations of the
hyperbolic orbit0 for nearby flows (on nearby energy levels):γn = 0φn,hn . Since compact
subsets (fundamental domains) of the invariant manifoldsWs(0φ,h) depend continuously
in the C1 topology on(φ, h), then the transversality propertyWs(0φ,h) t Wu(0φ,h)

persists on a neighbourhood of(ψ, h0). In particular, it holds forγn = 0φn,hn for (φn, hn)
sufficiently close to(ψ, h0).

By the same arguments as above, it is enough to prove thatA2 is dense inA. For it we
need the following lemma.

LEMMA 5.2. Let 0 be a hyperbolic periodic orbit without conjugate points of a convex
Hamiltonian. Then for allθ ∈ Ws(0) there existsS = S(θ) > 0 such that the segment
{ψt(θ) | t ≥ S} has no conjugate points.

Proof. Let E be the stable Green subspace of0. ThenE(ϑ) ∩ V (ϑ) = {0} for all ϑ ∈ 0.
Since the weak stable manifoldWs(0) is tangent toE; then for allθ ∈ Ws(0) there exists
S = S(θ) > 0 such thatE(t) := Tψt (θ)Ws(0) satisfiesE(t)∩V (ψt (θ)) = {0}. Moreover,
dimE(t) = n and for allu ∈ E(t), lims→+∞ dψs(u) ∈ 〈X(θ)〉. Sinceψt preserves the
symplectic formω, we have thatω(u, v) = lims→+∞ ω(dψs(u), dψs(v)) = 0 for all
u, v ∈ E(t). Hence,E(t) is Lagrangian andE(t) ∩ V (ψt (θ)) = {0} for all t > S. Then
the Lemma follows from Proposition 1.15. 2

Now we prove thatA2 is dense inA. Let ρ ∈ A \ A2 and make the perturbation
L̃ = (L + ρ) + φ explained above, so thatρ + φ ∈ A1. We can assume thatρ + φ = 0
and also thatρ + φ /∈ A2, otherwise there is nothing to prove. WriteM(L) = {µ0} and
let θ ∈ Ws(0) ∩ Wu(0) be such that dim(TθWs(0) ∩ TθWu(0)) > 1. Observe that the
α andω limit sets ofθ are0. In particular, the orbit ofθ has no autoaccumulation points.
Let S = S(θ) > 0 be from Lemma 5.2 andε > 0 small. Then there existsτ > S(θ) and
a neighbourhoodW ⊂ M of π(ψt(θ)) such that{t ∈ R | πψt (θ) ∈ W } =]τ, τ + 3ε[ and
W ∩ π(0) = ∅. LetU ⊂ M ×R be a tubular neighbourhood of{(πψt (θ); t) | t > S(θ)}.
Choose coordinatesy = (y1, . . . , yn; t) : U → Rn × R such thaty(πψt(θ), t) =
(α(t),0; t) ∈ R×Rn−1×R, and{∂/∂y1, ∂/∂y2, . . . , ∂/∂yn} is an orthonormal frame over
the pointsπψt (θ), t > S(θ). Let ϕ(y1, . . . , yn) = 1

2f (y)δ(y
2
2 + y2

3 + · · · + y2
n), where

f (y) is aC∞ bump function with support inW which is one on a small neighbourhood
of {πψt(θ) | t ∈ [τ + ε, τ + 2ε]}. By choosing a smallδ > 0 the functionϕ can
be madeC∞ arbitrarily small. Chooseδ small enough such that the orbit0 remains
hyperbolic. Then we still have thatM(L + φ) = {µ0} and the orbit ofθ is the same
for both flows. WriteL̃ = L + ρ + φ, L̂ = L̃ + ψ andĨT , ÎT the corresponding index
forms on{ψt (θ) | t ∈ [τ, T ]}. Since{ψt (θ) | t > S(θ)} has no conjugate points, the
stable Green subspacêE(ψt (θ)), t > S(θ) and the stable solution of the Ricatti equation
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Ŝ(ψt (θ)) exist. The same arguments as in equations (58)–(61) give forξT = ẐT (t)v0,
v0 ∈ N(ψτ (θ)), |v0| = 1, ẐT (t) = dπ ◦ dψ̂t−T ◦ [dπ |dψ−T (V (ψ̂T+τ (θ)))]−1, that

ÎT (ξ
T , ξT ) = ĨT (ξT , ξT )+

∫ τ+2ε

τ+ε
δ

n∑
i=2

|ξTi |2 dt,

v∗0S(ψτ (θ))v0 ≥ v0̂S(ψτ (θ))v0+ δ̂λ
4
,

for somêλ > 0. In particular

Ê(ψτ (θ)) ∩ Ẽ(ψτ (θ)) = 〈X(ψτ θ)〉. (63)

By the same arguments as for Proposition 1.14, we have thatÊ(ψτ (θ)) =
Tψτ (θ)(W

u

L̃
(ψτ θ)). Observe that Tψτ (θ)(W

u

L̃
(ψτ θ)) did not change. Write

Tψτ (θ)(W
u

L̃
(ψτ θ)) = V ⊕W, with V ⊆ Ẽ(ψτ θ) andW ∩ Ẽ(ψτ θ) = {0}. By diminishing

δ if necessary we can get (63) and̂E(ψτ θ) ∩W = {0}. Thus,

Tψ̂τ (θ)W
s

L̂
(0) ∩ Tψ̂τ (θ)Wu

L̂
(0) = Ê(ψτ θ) ∩ Tψτ (θ)Wu(0) = 〈X̂(ψτ θ)〉.

Finally, by a finite number of these perturbations on a fundamental domain ofWs(0)

one can remove all tangencies ofWs(0) andWu(0) and obtain a potential inA2 arbitrarily
C∞-nearρ ∈ A. 2

The case of a singularity.
Suppose that the minimizing measureµ is supported on a singularity(x0,0) of the
Lagrangian flow. From the Euler–Lagrange equation (2) we get thatLx(x0,0) = 0.
Differentiating the energy function (3) we see that(x0,0) is a singularity of the energy
level c(L). Moreover, the minimizing property ofµ implies thatx0 is a minimum of
the functionx 7→ Lxx(x,0). In particular,Lxx(x0,0) is positive semidefinite in linear
coordinates inTx0M.

Choose coordinatesy = {y1, . . . , yn} on a neighborhood ofx0 such thaty(x0) = 0
andLvv(x0,0) is the identity on the basis{∂/∂y1|x0, . . . , ∂/∂yn|x0}. Use the coordinates
({y1, . . . , yn}, {∂/∂y1, . . . , ∂/∂yn}) on a neighbourhood ofx0. On the orbitϕt(x0,0) ≡
(x0,0) the matricesLxx , Lxv, Lvv are constant with respect to the timet . The Jacobi
equation (47) at(x0,0) becomes

k̈ = Lxx(x0,0) k,

whereLvv(x0,0) = I . Let f be a non-negativeC∞ function onRn with support on
|y| < ε < 1 andf ≡ 1 on a neighbourhood of0. Let φ(y) = 1

2δf (y)(y
2
1 + · · · + y2

n).
Adjustingδ > 0 we can makeφ arbitrarilyC∞-small. LetL̃ := L + φ. Then the atomic
measureµ supported on(x0,0) is still the unique minimizing measure for̃L and the Jacobi
equation for the orbit̃ϕt(x0,0) ≡ (x0,0) is

k̈ = (Lxx(x0,0)+ δI)k̇. (64)

SinceLxx(x0,0) is positive semidefinite, thenA := (Lxx(x0,0)+ δI) is positive definite.
Equation (64) is linear [

k′
k′′
]
=
[

0 I

A 0

] [
k

k′
]

(65)
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with constant coefficients, wherek ≡ 0 is a hyperbolic singularity.
To obtain the transversality propertyWs t Wu at homoclinic orbits we can use the same

arguments as above if we have a replacement for Lemma 5.2. The arguments of Lemma 5.2
apply if we show that the stable subspace of(x0,0) is transversal to the vertical subspace.
It is enough to prove that the eigenvectors(x, y) of the (non-singular) matrix in (65) have
coordinatex 6= 0. These eigenvectors satisfyy = λx, Ax = λ2x, (λ ∈ R). Hence, if
x = 0, then(x, y) = (0,0) is not an eigenvector. 2

6. The exponential map
The following lemma was proven for geodesic flows by Freire and Ma˜né [16] and has
intrinsic interest (compare with Proposition 1.10).

LEMMA 6.1. LetH be a convex Hamiltonian. Choose a Riemannian metric‖ · ‖ onM. If
ψt has no conjugate points on6 = H−1{e}, then there existsB > 0 such that

‖Yθ (t) · v‖ > B‖v‖
for all θ ∈ 6, |t| > 1 and v ∈ TθM, whereYθ (t) · v = dπ ◦ dψt(θ) · (0, v),
(0, v) ∈ H(θ)⊕ V (θ).

We outline the proof of Theorem F. In the case in which2(X) > 0 on6 one can
define the vectorfieldY = 1/|2(X)|X. This vectorfield preserves the 1-form2 on T6.
Since6 has no conjugate points, thenπ(6) = M, (cf. Corollary 1.13) and we can define a
Hamiltonian onT ∗M byH(tθ) = t2, whereθ ∈ 6. This new HamiltonianH is convex and
has no conjugate points in6. The Hamiltonian vectorfieldY of H is called the (convex)
symplectificationof the contact vectorfieldY . The transversal bundleN(θ) = ker2|Tθ6
is invariant under the flow ofY. LetEq : TqM̃ → M̃ be the exponential map for(Y,6).
The derivativedEq(tθ) is given in formulas (39) and (40). The norm of the directional
derivative in formula (40) is clearly bounded below. By Lemma 6.1, the norm of the
derivativedEq |V (θ)∩Tθ6 in formula (39) is uniformly bounded away from zero. Since
V (θ) ∩ Tθ6 ⊂ N(θ), and the anglê (N(θ),X(θ)) is bounded below, we obtain that
‖dEq‖ is bounded away from zero. This implies thatEq : TqM̃ → M̃ is a covering map
and hence, a diffeomorphism. In particular, the universal coverM̃ of M is homeomorphic
toRn. By Corollary 1.18, the exponential map expq forX is a local diffeomorphism. Once
we know thatEq is a diffeomorphism, it is easy to show that expq is bijective and hence, a
diffeomorphism.

Proof of Lemma 6.1.SinceYθ (t) satisfies (8) (withHqp andHpp uniformly bounded on
6) and by Corollary 1.8,Sθ (t) is uniformly bounded for|t| > 1, then there existsD1 > 1
such that

‖Ẏθ (t) · w‖ ≤ D1‖Yθ (t) · w‖ for all |t| > 1, w ∈ V (θ), θ ∈ 6.
Let

A := (1+D1)
2 sup
θ∈6
‖Hpp(θ)−1‖.

LetHθ(t) := Yψ−2(θ)(t+2)◦(Yψ−2(θ)(2))
−1, then detHθ(t) 6= 0 for t > −2,Hθ(0) = I

and there exists a linear homomorphismVθ(t) : H(θ)→ V (ψt (θ)) such that(Hθ , Vθ ) is a
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matrix solution of the Jacobi equation (6) and Image(Hθ(t), Vθ (t)) = dψt+2(V (ψ−2(θ)))

is a Lagrangian subspace. Let

D2 := max
−2≤t≤2
θ∈6

‖Hθ(t)∗(Hpp)−1Hθ(t)‖ < +∞.

Let ρ : R→ [0,1] be aC∞-function such thatρ(t) = 0 for |t| ≥ 1 andρ(0) = 1. Let

C := D2

∫ 1

−1
|ρ′(t)|2 dt.

Let

0< B < (AC)1/2. (66)

Suppose that‖Yθ (T )v0‖ < B‖v0‖ for someθ ∈ 6, v0 ∈ Tπ(θ)M, ‖v0‖ = 1 and
|T | > 1. Assume thatT > 1, the caseT < −1 is proven similarly. LetJ (t) ∈ H(ψt(θ)) =
Tπψt (θ)M be defined byJ (t) = 0 for −1 ≤ t ≤ 0, J (t) = Yθ (t)v0 for 0 ≤ t ≤ T and
J (t) = (T + 1− t)τt J (T ) for T ≤ t ≤ T + 1, whereτt : TπψT (θ)M → Tπψt (θ)M is the
parallel transport along the patht 7→ πψt (θ). ThenJ (t) is continuous and piecewiseC2.

Let v(t) ∈ V (θ) ≈ Tπ(θ)M be defined byJ (t) = Yθ (t)v(t). Thenv(t) = 0 for
−1 ≤ t ≤ 0 andv(t) = v0 for 0 ≤ t ≤ T . Let {e1, . . . , en} be a basis ofTπ(θ)M and
write v(t) =∑n

i=1 vi(t)ei , Yi(t) = Y (t)ei . Then the covariant derivative alongπψt (θ) of
J (t) = Y (t)v(t) is

D

dt
(Yv) = D

dt

( n∑
i=1

vi(t)Yi (t)

)
=
∑
i

(
DYi

dt

)
vi +

∑
i

(
dvi

dt

)
Yi,

Yv′ = D

dt
(Yv)− DY

dt
v.

ForT ≤ t ≤ T + 1, sinceJ (t) = Yθ (t)v(t) = (T + 1− t)τt J (T ), we have that

‖Yv′‖ ≤
∥∥∥∥Ddt (Yv)

∥∥∥∥+ ∥∥∥∥DYdt v
∥∥∥∥

≤
∥∥∥∥Ddt J (t)

∥∥∥∥+D1‖J (t)‖
≤ ‖J (T )‖ +D1‖J (T )‖
≤ (1+D1)B.

UsingYθ (t) on formula (55) we have that

I (J, J ) =
∫ T+1

T

(Yv′)∗(Hpp)−1(Yv′) dt

≤ (1+D1)
2B2‖H−1

pp ‖ = AB2.

Let Z(t) ∈ H(ψt(θ)) = Tπψt (θ)M be defined byZ(t) = ρ(t)Hθ(t)v0. Then
Z(t) = Yθ (t)ξ(t) for t 6= 0, with ξ(t) = 0 for |t| > 1. Sincedψt (θ) · V (θ) =
Image(Yθ (t), Sθ (t)Yθ (t)), we have thatSθ (t)Yθ (t) → I when t → 0. UsingYθ (t) on
formula (55), we have that the only non-zero term is

I (Z, J ) = −Z(0+) · v0 + Z(0−) · 0= −‖v0‖2 = −1.
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WriteZ(t) = H(t)ζ(t), ζ(t) = ρ(t)v0. UsingH(t) andV (t) on formula (53), we have
that

I (Z,Z) =
∫ 1

−1
(Hζ ′)∗(Hpp)−1(Hζ ′) dt

=
∫ 1

−1
(ρ′(t))2(H(t)v0)

∗(H−1
pp )(H(t)v0) dt

≤ D2

∫ 1

−1
|ρ′(t)|2 dt = C.

Since by (48) the index form is symmetric, forλ ∈ R we have that

I (Z − λJ,Z − λJ ) ≤ C + 2λ+ λ2AB2.

Since by (66) 4− 4AB2C > 0, this polynomial inλ has two real roots. Therefore,
I (Z − λJ,Z − λJ ) < 0 for some value ofλ. Hence, there must be conjugate points
in the orbit segment{ψt (θ) | t ∈ [−1, T + 1]}. 2

PROPOSITION6.2. Let e be a regular value ofH . If 2(X) > 0 on the energy level
6 = H−1{e} and the flow ofX has no conjugate points, then there exists a Hamiltonian
H onT ∗M with vectorfieldZ such that:
(i) H is convex andH−1{e} = 6;
(ii) Z = 1/θ(X) ·X on6;
(iii) the flowζt ofZ has no conjugate points on6;
(iv) ζt preserves the 1-form2 onT6;
(v) if N(θ) := (d/ds)sθ |s=1, then forθ ∈ 6 we have

dζt (θ) ·N(θ) = N(ζt (θ))+ tZ(ζt (θ)).

Remark 6.3.This proposition holds if2(X) 6= 0 on a connected compact forward
invariant setK ⊂ 6. In this case we obtain an open connected neighbourhoodU of
K such that infϑ∈U |2(X(ϑ))| > 0 and a convex HamiltonianH without conjugate points,
defined on a neighbourhood ofU in T ∗M. To apply this on Theorem F, we can take
K = closure ofψR+((π |6)−1{q}) ⊆ 6.

Remark 6.4.Givenq ∈ π6, let S(q) := T ∗q M ∩ 6 be the energy sphere atq. Then it is
impossible to have2(X(p)) < 0 on allp ∈ S(q) and the condition2(X(q, p)) > 0 is
equivalent toH(q,0) < e, i.e. the zero sectionM × 0 lies inside the (vertical convex hull
of the) energy levelσ . Indeed,S(q) is convex and ifH(q,0) < e then, since forp ∈ S(q)
the vectorHp(q, p) is outwards normal toS(q), then2(X(q, p)) = p · Hp(q, p) > 0.
Otherwise, ifH(q,0) ≥ e, then there exists a supporting hyperplaneE for S(q) in T ∗q M
containing(q,0). Letp ∈ E ∩ S(q). Then2(X(q, p)) = p · Hp(q, p) = 0 because the
vectorp is tangent toS(q) at (q, p).

Remark 6.5.By Remark 6.4, the condition2(X) 6= 0 is equivalent toH(q,0) < e, ∀q ∈
M. We can extend the result of Theorem F to the caseH(q, dqf ) < e, ∀q ∈ M for
some differentiable functionf : M → R because the flow of the new Hamiltonian
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Hdf (q, p) := H(q, p + dqf ) is conjugate to the flow ofH on H = e and satisfies
Hdf (q,0) < e, ∀q ∈ M. See Theorem A in [9] for a characterization of the energy levels
where the last condition holds. See [10] for other proofs of Theorem F and its converse.

Proof of Proposition 6.2.Recall thatω(X, ·) = −dH . Let2 = p dq be the canonical
1-form onT ∗M. Suppose that2(X) > 0 on6. Let Y be the vectorfield on6 given by
Y = 1/2(X) ·X. ThenY preserves the 1-form2 onT6 because the Lie derivative

LY2 = diY2+ iY d2 = d[2(Y )] + ω(Y, ·)
= d(1)− 1

2(X)
dH = 0 onT6.

Letφt(q, p) be the flow ofY on6. Define the symplectificatioñφt of φt (cf. Arnold [2, 3])
on the cotangent bundle without its zero sectionT ∗M \ M by φ̃t (q, λp) = λφt (q, p),
(q, p) ∈ 6. Observe that̃φt preserves the canonical 1-form2. Indeed, we have that
π ◦ φt = π ◦ φ̃t and ifφt(q, p) = (qt , pt ),

2(qt , λpt ) · (dφ̃tw) = (λpt ) · dπ(dφ̃tw)
= λ [pt · (dπdφtw)]
= λ [p · (dπw)] = 2(q, λp) ·w.

Let Ỹ be the vectorfield of̃φt . We have that

LỸ2 = d[2(Ỹ )] + ω(Ỹ , ·) = 0.

Therefore, the functioñH = 2(Ỹ ) is a Hamiltonian for̃Y . But Ỹ has conjugate points on
6 andH̃ is not convex. In fact,̃H is homogeneous of degree one on the fibres ofT ∗M.

LetH = 1
2H̃

2 and letZ be the Hamiltonian vectorfield ofH. We have thatZ = H̃ · Ỹ .
SinceH̃ |6 ≡ 1, thenZ is also an extension ofY . Let ζt be the flow ofZ. Observe that

ζt (q, sp) = sφ̃tH̃ (q,sp)(q, p) = sφ̃ts(q, p), for (q, p) ∈ 6.
Taking the derivatived/ds|s=1, we obtain

dζt (θ) · N(θ) = N(ζt (θ))+ tY (ζt (θ)) for θ ∈ 6.

Write ζ(t, θ) = ψ(s(t, θ), θ) with s(t, θ) > 0, θ ∈ 6. Then

Dζt = Dψs +X(ψs(θ)) ∂s
∂θ

onT6. (67)

Let E ⊂ T6 be the stable Green bundle forX on 6. SinceX(θ) ∈ E(θ) andE is
ψt -invariant, then equation (67) shows that the flowζt of Z preserves the Lagrangian
bundleE ⊂ T6, which satisfiesE(θ)∩ V (θ) = {0} for all θ ∈ 6. By Proposition 1.15,ζt
has no conjugate points on6.

The following lemma completes the proof of Proposition 6.2.

LEMMA 6.6. The HamiltonianH is convex, i.e.Hpp is positive definite.
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Proof. Let q ∈ π(6) andS(q) := T ∗q M ∩6. SinceH is homogeneous of degree two, then
Hpp is homogeneous of degree zero and it is enough to prove thatHpp(q, p) is positive
definite forp ∈ S(q). Letp0 ∈ S(q). Leth : Tp0S(q)×R→ T ∗q M beh(x, λ) := x+λp0.

LetG = H◦h andK = H̃ ◦h. ThenG = 1
2K

2. SinceD2h = 0, thenD2H(q0) is positive
definite ifD2G(0,1) is positive definite. SinceK(0, λ) = λ, we have that

Gλλ(0,1) = [K2
λ +K ·Kλλ]|(0,1) = 1.

Since in the coordinates(x, λ) the vectors∂/∂xi |(0,1), i = 1, . . . , n − 1 are tangent atp0

to S(q) andH̃ ≡ 1 onS(q), thenKx(0,1) = 0. Hence,

Gxx(0,1)(v, v) = |Kx · v|2 +KKxx(v, v)
= Kxx(v, v).

Observe thatK is homogeneous of degree one. Therefore,Kx(0, λ) = Kx(0,1) for all
λ > 0. Hence,Kxλ(0,1) = 0, so that

Gxλ(0,1) · (v, µ) = µ [Kλ(Kx · v)+K(Kxλ · v)] = 0.

Then

D2G(0,1)(v, µ)(2) = µ2Gλλ + 2µ(Gλx · v) +Gxx(v, v)
= µ2+Kxx(0,1) · (v, v).

So it is enough to see thatKxx(0,1) is positive definite.
Let v ∈ Tp0S(q) be a unit vector and definef : R→ R by f (s, t) = H(t(p0 + sv)).

Observe thatHp(p0) · v = 0 and ∂f/∂t |(0,1) = p0 · Hp(p0) = 2(X) > 0. Let
t : ] − ε, ε[→ R be a localC2-function such thatf (s, t (s)) = e and t (0) = 1.
Differentiating this equation with respect tos we obtain

Hp[t ′(s)(p0+ sv) + t (s)v] = 0, (68)

Hpp[t ′(s)(p0 + sv)+ t (s)v](2) +Hp[t ′′(s)(p0 + sv) + 2t ′(s)v] = 0. (69)

Evaluating (68) ats = 0, t (0) = 1, we have thatt ′(0)(Hp · p0) = 0. SinceHp · p0 =
2(X) > 0, thent ′(0) = 0. Evaluating (69), we get that

t ′′(0) = −v
∗Hppv

2(X(p0))
< −δ

for someδ > 0 uniform for all(q, p0) ∈ 6, v ∈ Tp0S(q), |v| = 1.
SinceK(sv,1) = H̃ (p0 + sv) = 1/t (s) andt ′(0) = 0, t (0) = 1, then

v∗Kxxv = −t ′′(0) > δ

for all v ∈ T6, |v| = 1. 2

Proof of Theorem F.Through the proof of TheoremF we work with the lifted Hamiltonian
to the cotangent bundle of the universal coverM̃ of M. Let ζt be the flow of the
HamiltonianH of Proposition 6.2. Letq ∈ M̃ and letEq : T ∗q M → M̃ be the
exponential map associated to the flowζt and the energy level6. We first prove that
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Eq is a diffeomorphism. The derivativedEq(tθ) is non-singular by Corollary 1.18 and is
given by formulas (39) and (40). We claim that the norm‖dEq(tθ)‖ is uniformly bounded
below. By Lemma 6.1, the norm‖dEq(tθ)|V (θ)∩Tq6‖ is uniformly bounded below for
t > ε. From equation (40),‖dEq(tθ)|〈θ〉‖ is also uniformly bounded below. It remains to
see that the anglê[dEq(tθ)(V (θ) ∩ Tq6), dπ(X(ζtθ))] is uniformly bounded below.

Sinceζt preserves the 1-form2, the bundleK (θ) = ker2|Tθ6 is invariant underdζt .
SinceV (θ) ∩ Tq6 ⊂ K (θ), then

dEq(tθ)(V (θ) ∩ Tq6) ⊆ dπ dζt (θ)(K (θ)) ⊆ dπ(K (ζt(θ))). (70)

Forθ = (q, p) ∈ 6 writeHp(q, p) = αp+k, with 〈k, p〉 = 0. Since2(X) = p ·Hp 6= 0
on 6 there exists 0≤ λ < 1 such that|k| ≤ λ|Hp| on6. Let h ∈ dπ(K (ζtθ)) with
|h| = 1, i.e.〈p, h〉 = 0, |h| = 1. Then

〈h,Hp〉 = α〈p, h〉 + 〈k, h〉 = 〈k, h〉,
|〈h,Hp〉| ≤ 1 · λ|Hp|.

Hence, coŝ (h,Hp) ≤ λ < 1. Therefore, the anglê [dπ(K (θ)), dπ(X(θ))] is
uniformly bounded below onθ ∈ 6. By (70),^[dEq(tθ)(V (θ) ∩ Tθ6), dπ(X(ζtθ))] >
^[dπ(K (ζtθ)), dπ(X(ζtθ))] is uniformly bounded below. This proves that‖dEq(tθ)‖ is
uniformly bounded below ont ∈ R+, θ ∈ 6. Hence, the mapEq : TqM̃ → M̃ is a
differentiable covering map. SincẽM is simply connected, it must be a diffeomorphism.

Now let expq : TqM̃ → M̃ be the exponential map of(ψt ,6). Since ζt is a
reparametrization ofψt for t > 0, θ ∈ 6, there existsτ (t, θ) > 0 such thatψt (θ) =
ζτ(t,θ)(θ). By Corollary 1.18, expq is a local diffeomorphism. It remains to prove that
it is bijective. Since|2(X)| = |X|/|Y | is bounded thent 7→ τ (t, θ) is a (bijective)
homeomorphism ofR+. This implies that the maptθ 7→ τ (t, θ)θ , with θ ∈ T ∗q M ∩6, is
a homeomorphism ofT ∗q M. SinceEq is bijective and expq(tθ) = Eq(τ(t, θ)θ), then expq
is bijective. 2

Appendix: examples
We learned the following formalism for twisted Hamiltonians on surfaces from
G. Paternain and M. Paternain. LetM be a closed orientable Riemannian surface with
Riemannian metric〈 , 〉x . Let K : T TM → TM be the connection mapKξ = ∇ẋ v,
whereξ = d/dt(x(t), v(t)). Letπ : TM → M be the canonical projection. Letω0 be the
symplectic form inTM obtained by pulling back the canonical symplectic form via the
Legendre transform associated to the Riemannian metric, i.e.

ω0(ξ, ζ ) = 〈dπξ,Kζ 〉 − 〈dπζ,Kξ〉.
Denote by� the area 2-form onM. Given a smooth functionF : M → R, define a new
symplectic formωF onTM by

ωF = ω0+ (F ◦ π)(π∗�).
This is called atwisted symplectic structureonTM. LetH : TM → R be the Hamiltonian

H(x, v) = 1
2〈v, v〉x .
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Consider the Hamiltonian vectorfieldXF corresponding
to (H,ωF ), i.e.

ωF (XF (θ), ·) = dH. (71)

DefineY : TM → TM as the bundle map such that

�x(u, v) = 〈Y (u), v〉x . (72)

ThenY (u) = iu is the angle of rotation+π/2. From (71) and (72) we have that

dHθ(ξ) = ω0(XF (θ), ξ)+ F(π(θ))〈Y (dπXF (θ)), dπξ〉π(θ). (73)

Hence, ifξ = (ξ1, ξ2) = (dπξ,Kξ) ∈ H(θ)⊕V (θ) andXF = (X1,X2) ∈ H(θ)⊕V (θ),
equation (73) becomes

〈θ, ξ2〉 = 〈X1, ξ2〉 − 〈X2, ξ1〉 + F 〈Y (X1), ξ1〉,
XF (θ) = (θ, FY (θ)). (74)

In particular, the orbits of the Hamiltonian flow are of the form(γ (t), γ̇ (t)) for γ : R→
M, with

D

dt
γ̇ = F(γ )Y (γ̇ ). (75)

If
∫
M F� = 0 this flow can be seen as a Lagrangian flow as follows. The condition∫

M
F� = 0 implies that the cohomology class ofF� is zero. Hence, there exists a 1-form

η onM such thatdη = F�. Consider the Lagrangian

L(x, v) = 1
2〈v, v〉x + ηx(v).

The corresponding Euler–Lagrange equation is

D

dt
〈γ̇ , ·〉 = dηx(γ̇ ) = 〈FY(γ̇ ), ·〉,

which gives the same differential equation (75). This flow corresponds to a magnetic field
with Lorentz forceF(x)Y (v).

Observe that the theory developed in the previous sections also applies to the case
in which

∫
M
F� 6= 0. Indeed, letq : U ⊆ M → R2 be a local chart defined on a

simply connected domainU ⊂ M. Then the 2-formF� is exact onU and there exists
a 1-formη|U such thatdη = F� on U . The Hamiltonian flow onT U ⊂ TM is the
Lagrangian flow ofL(x, v) = 1

2〈v, v〉x + ηx(v), x ∈ U . Let (q, p) be the natural chart
onT ∗U ⊆ T ∗M corresponding to the chartq and letF−1 be the inverse of the Legendre
transform corresponding toL. Let (q,w) = F−1 ◦ (q, p). SinceF∗(d2) = ωF , then
(q,w) is a symplectic chart forωF and sends the vertical bundle ofTq(U)Rn to the vertical
bundle ofTUM.

We derive the Jacobi equation. Let(c(t), ċ(t)) be an orbit of the flow. Consider a
variationγs(t) = f (s, t), wheref (0, t) = c(t) and the pathst 7→ f (s, t) are solutions of
(75):

D

dt
γ̇s = FY(γ̇s). (76)
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Denote the variational field off by J (t) = ∂f/∂s(0, t). Using the formula

D

ds

D

dt

∂f

∂t
= D

dt

D

ds

∂f

∂t
+ R

(
∂f

∂t
,
∂f

∂s

)
∂f

∂t

and taking the covariant derivative of equation (76) in the directionJ (t), we obtain

J̈ + R(ċ, J )ċ = D

ds
[FY(γ̇s)].

SinceY (v) is linear on the fibers ofTM andJ̇ = (D/ds)(∂f/∂t) = (D/dt)(∂f/∂s), we
have that

D

ds
FY (γ̇s) = [∇J (FY )](γ̇s)+ FY(J̇ ),

= (∇J F )Y (ċ)+ FY(J̇ ).
Hence, we obtain the Jacobi equation

J̈ + R(ċ, J )ċ − (∇JF )Y (ċ)− FY(J̇ ) = 0. (77)

Consider the orthonormal basis{ċ, Y (ċ) = iċ} of Tc(t)M. We have that

D

dt
ċ = FY(ċ),

D

dt
Y (ċ) = (∇ċY )(ċ)+ Y

(
D

dt
ċ

)
= −F ċ.

Write
J = xċ+ yY (ċ).

Then

J̇ = (ẋ − Fy)ċ + (ẏ + Fx)Y (ċ),
J̈ = (ẍ − 2F ẏ − Ḟ y − F 2x)ċ + (ÿ + 2F ẋ + Ḟ x − F 2y)Y (ċ),

FY (J̇ ) = −F(ẏ + Fx)ċ+ F(ẋ − Fy)Y (ċ).
Replacing these formulas in equation (77) we obtain

ẍ − (Fy)′ = 0, (78)

ÿ +Ky + F ẋ = y(∇Y (ċ)F ), (79)

whereK = 〈R(ċ, Y (ċ))ċ, Y (ċ)〉 is the sectional curvature alongc(t). Fix the energy
level 6 = H−1{12} = SM. If (J, J̇ ) ∈ Tċ(t)6 ⊂ H(θ) ⊕ V (θ), we have that
dH(J, J̇ ) = 〈ċ, J̇ 〉 = 0. Hence,

ẋ − Fy = 0. (80)

This implies equation (78), and from (79) and (80), we get

ÿ + (K + F 2−∇Y (ċ)F )y = 0. (81)

Hence, the Jacobi equations onTċ(t)6 are given by (80) and (81).
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Example A.1. A convex Hamiltonian without conjugate points and no continuous invariant
transversal bundle.

TakeK ≡ −1,F ≡ 1. Then equations (80) and (81) become

ẋ = y,
ÿ = 0. (82)

The solutions have the form

x(t) = 1
2at

2+ bt + c,
y(t) = at + b, (83)

ẏ(t) = a.
The derivative of the Hamiltonian flowψt on (c(t), ċ(t)) is given by

dψt(J (0), J̇ (0)) = (J (t), J̇ (t)) ∈ H(ψtθ)⊕ V (ψtθ)
= (xċ + yY (ċ); 0ċ+ (ẏ + x)Y (ċ))
= (x(t)ċ + y(t)Y (ċ); z(t)Y (ċ)), (84)

wherez(t) = ẏ(t)+ x(t) andθ = (c(0), ċ(0)).
Every orbit (c, ċ) has no conjugate points because the only solution of (83) with

x(0) = y(0) = 0 andy(T ) = 0 = x(T ) , T 6= 0 is x(t) = y(t) ≡ 0. The Green
bundles coincide and are generated byX(θ) = (ċ; −Y (ċ)) and(Y (ċ); 0). The last vector
can be found by solvingx(0) = 0, y(0) = 1, x(T ) = y(T ) = 0 and lettingT → ±∞.

Now suppose that there exists an invariant continuous subbundleN(θ) ⊆ Tθ6 which is
transversal to the vectorfieldX(θ). Let θ ∈ 6 be a recurrent point and lettn →

n
+∞ be

such thatψtn(θ)→
n
θ . Let ξ ∈ N(θ) \ {0}. If dψt (ξ) = (x(t), y(t); z(t)) = (J (t); J̇ (t)),

then

lim
n→±∞

1

|x(tn)|dψtn(ξ) = lim
n

1

x(tn)
(x(tn), y(tn); z(tn))

= (1,0; 1) = X(θ). (85)

By the continuity ofN we have that

X(θ) = lim
n

1

x(tn)
dψt(ξ) ∈ N(θ).

This contradicts the transversality hypothesis.
The same argument as in equation (85) shows that for everyθ ∈ 6, the angle

^(dψt(V (θ) ∩ Tθ6),X(ψtθ)) −→
t→+∞ 0.

In this case the trajectories of the Hamiltonian flow are the unit tangent vectors of the
horospheres of the Riemannian metric, i.e.

ψt (θ) = −Y (ht (Y (θ))), (86)

whereht is the horocycle flow. In particular, the exponential map expq : TqM̃ → M̃ is
a diffeomorphism for allq ∈ M. This flow has no periodic orbits because the horocycles
Wuu ⊂ 6 = T 1M̃|π1(M) are homeomorphic toR.
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FIGURE A.1.

We prove (86). Letθ ∈ TqM̃, ‖θ‖ = 1. Letφt : T M̃ ←↩ be the geodesic flow of̃M.
Consider a sphere

ST (θ) = {q ∈ M̃ | dM̃(q, πφT (θ)) = T }
and a parametrization by arc lengthγT (s) of ST (θ)with γT (0) = π(θ). Then(D/ds)γ̇T (s)
is orthogonal toγ̇T (s). Moreover, it has constant norm, because it is the image of
(D/ds)γ̇T (0) by the isometry given by a rotation about the centerπφT (θ) of ST (θ).
Therefore,γT satisfies

D

ds
γ̇T = λT Y (γ̇T )

for some constantλT > 0. Passing to the limit whenT → +∞ we obtain that the
reparametrizations by arc lengthγ of the horospheres satisfy

D

ds
γ̇ = µY(γ̇ ), (87)

with µ = limT→+∞ λT , (in factT → λT is strictly decreasing). We claim thatµ = 1.
Indeed, the solutions of (87) of are closed circles ifµ is big enough. The infimumµ0

of suchµs corresponds to the horospheres. Forµ > µ0 the flow has conjugate points
corresponding to the period (length) of these closed circles (see Example A.3). From the
Jacobi equation (81) withF = µ, we see that6 = H−1{12} has conjugate points forµ > 1
and the flow is Anosov forµ < 1. Hence,µ0 = 1.

Indeed, forµ < 1 the solution of (80) and (81) arey = Aeλt + Be−λt , x =
[µ(A/λ)eλt − (B/λ)e−λt + C], with λ = √1− µ2. Writing ξ = (x(0), y(0); ẋ(0), ẏ(0))
we have thatdψt(ξ) = (x(t), y(t); ẋ(t), ẏ(t)). ForA 6= 0 the functiont 7→ ‖dψt (ξ)‖
has exponential growth and forB 6= 0, t 7→ ‖dψ−t (ξ)‖ has exponential growth. As in §3,
this implies that the flow is Anosov forµ < 1. Forµ > 1, the Jacobi equations (80), (81)
exhibit conjugate points, by the same arguments as for equations (89) and (90).

Example A.2. A periodic orbit without conjugate points and no transversal invariant
subspace.

We construct a convex Lagrangian which has the Jacobi equations (82) on a periodic
orbit. Let θ ∈ 6 be such a periodic point with periodτ > 0. Changing the coordinates
(x, y; z) onTθ6 of equation (84) to(x, y; ẏ) = (x, y; z− x), the matrix of the derivative
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dψτ (θ) is

dψτ (θ) =
1 t 1

2t
2

1 t

1

 }x}y
}ẏ
≈
1 1

1 1
1

 in Jordan
form.

Let {e1, e2, e3} be the basis ofTθ6 in which dψτ (θ) is written in canonical form. The
transformationsdψτ and

dψτ − I =
0 1

0 1
0


have the same invariant subspaces. The vectorfield corresponds to the unique eigenspace
〈e1〉 and the only invariant subspaces are〈e1〉 = 〈X(θ)〉, 〈e1, e2〉 = E(θ) = F(θ) and
〈e1, e2, e3〉 = Tθ6. None of them are transversal toX(θ) = e1.

Now we make the construction. Consider the torusT2 = R2/5Z2 with the flat metric
and polar coordinates(r, θ) centered at(0,0) ∈ R2/5Z2 defined onr ≤ 2. LetF : T2→ R
be aC∞-function such thatF(r, θ) = F(r), F(r = 1) = 1, (∂F/∂r)|r=1 = −1,
and

∫
T2F� = 0. Let η be a 1-form inT2 such thatdη = F�. DefineL(x, v) =

1
2〈v, v〉x + ηx(v). At r = 1, the Euler–Lagrange equation (75) is

D

dt
γ̇ = F(γ )Y (γ̇ ) = Y (γ̇ ) at r = 1.

Hence,r = 1, θ̇ = −1 is a periodic solution. Moreover, atr = 1 we have thatF = 1,
∇Y (ċ)F = −∂F/∂r = +1. Hence, the Jacobi equations (80), (81) are the same as (82).

Example A.3. Asegmentwithout conjugate points with crossing solutions.
LetW = {(x, y) ∈ R2 | x2+ y2 ≤ 4} and consider the Lagrangian

L(x, v) = 1
2〈v, v〉 + ηx(v),

where 〈 , 〉 is the Euclidean metric anddη = −�. This Lagrangian corresponds to
F |W = −1 in the formalism above and can be embedded into a convex Lagrangian on
a closed surface. The Euler–Lagrange equation (75) is

v̇ = −iv. (88)

The solutions of (88) on the energy level|v| = 1, are all the circles contained inW with
constant angular velocitẏθ = −1. Fix C: R(t) = 1, θ(t) = π − t in polar coordinates in
W with center(0,0). Let ϑ = (0,1)(−1,0) be the initial vector of this solution. Then the
circles which are rotations ofC fixing the initial pointp = (−1,0) are also solutions
of (88) (see Figure A.3) with the same energyE = 1

2|v| = 1
2. The solutionC has

conjugate points, but the conjugate points appear att = 2π . In particular the segment
{ψt(ϑ) | 0≤ t ≤ 3π/2} has no conjugate points. But the intersections with other solutions
starting atp = (−1,0) appear att < 3π/2 and att = π there is a vectorξ ∈ V (ϑ)∩ Tϑ6
such thatdπ(dψtξ) = dπX(ψtϑ) = (0,−1). Proposition 1.16 says that these phenomena
cannot occur if all the positive (negative) orbits ofϑ have no conjugate points. The claims
stated above can be proved using the Jacobi equations (80) and (81):

ẋ + y = 0, ÿ + y = 0, (89)
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whose solutions are

x(t) = a cost + b sint + c,
y(t) = a sint − b cost . (90)

Thus, if x(0) = y(0) = 0 and ẏ(0) 6= 0 then(x(t), y(t)) 6= 0 for all 0 < t < 2π .
Moreover, ifa = −1, b = 0, c = +1, thenx(0) = y(0) = 0, y(π) = 0, x(π) = +2.

FIGURE A.3. FIGURE A.4.

Example A.4. A non-surjective exponential map without conjugate points.
Consider the flat torusT2 = R2/6Z = [−3,3]2/6Z and polar coordinates(r, θ) on

{(x, y) ∈ T2|x2+ y2 < 3} centered at0= (0,0). Define the Lagrangian

L(x, v) = 1
4〈v, v〉x + ηx(v)+ φ(x),

whereφ is aC∞-function onT2 such thatφ(r, θ) = 1
4r

2+cosπr onr ≤ 2 andφ(r, θ) ≥ 1
outsider ≤ 2; andη(r, θ) = −1

2r
2f (r) dθ with f (r) a C∞-function with support on

r ≤ 5
2 such thatf (r) = 1 onr ≤ 2 andf (r) ≤ 1.

Observe that the pathC : r(t) ≡ 1, θ(t) = t is static (cf. Mañé [28]). Indeed, the
Lagrangian

L(r, θ; ṙ, θ̇ ) = 1
4(ṙ

2+ r2θ̇2)− 1
2r

2θ̇ + 1
4r

2+ cosπr on r ≤ 2,

is minimized onṙ = 0, θ̇ = 1, r = 1, withL = −1; and onr ≥ 2, we have thatφ(r) ≥ 1
andf ≤ 1, so that

1
4r

2θ̇2+ η(v) ≥ r2(1
4 θ̇

2− 1
2 θ̇ ) ≥ −1

4r
2 ≥ −1.

Hence,L ≥ φ(r) ≥ 1 onr ≥ 2.
By Theorem VII in Mañé [28] (see also [8]), there exists a semistatic (hence, forward

minimizing) solutionγ (t) such thatγ (0) = (0,0) and theω-limit of (γ, γ̇ ) is the
(hyperbolic) closed orbitC. By the rotational symmetry of the Lagrangian, for every one-
dimensional subspaceL ⊂ T(0,0)T2 we obtain a semistatic curveγ , which is tangent to
L, with γL(0) = (0,0) andω-limit (γL, γ̇L) = C. Since the semistatic solutions are
minimizing, none of themγL|[0,+∞[ have conjugate points. Moreover, by Theorem X in
Mañé [28] (also [8]), C and all the(γL, γ̇L)’s are in the same energy levelE = c(L). By
the graph property (Theorem VII, Ma˜né [28] and also [8]), theγL|]0,+∞[s do not intersect
π(C) nor do they intersect each other.
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