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Abstract

In some mechanism design settings, it is plausible that agents cannot consider every possible misreport of their type. One can reasonably ask whether guarding only against some subset of likely misreports allows for more mechanisms than guarding against all possible misreports; if so, such a framework could provide a way to overturn existing negative results. Accordingly, we formulate a plausible notion of local incentive-compatibility in both continuous and discrete type spaces, in which agents only consider misreports that are close to their true type. We show that on many preference domains — including any convex domain of cardinal preferences, any domain of ordinal preference types with convex closure, single-peaked ordinal preferences, and successive single-crossing ordinal preferences — local incentive-compatibility actually implies full incentive-compatibility. On domains of cardinal preferences that satisfy a strong nonconvexity condition, including the domain of single-peaked cardinal preferences, it does not. Our results provide a strengthening of many existing impossibility and characterization theorems. They also cast doubt on current approaches to preventing manipulation by making it computationally difficult.
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1 Introduction

Perhaps the most pervasive and fundamental concept in mechanism design is incentive-compatibility: no type of any agent should have an incentive to pretend to be any other type. This concept plays a crucial role in the characterization and impossibility results that comprise much of the mechanism design literature. A typical such result shows that in some setting, the requirement of incentive-compatibility, combined with some other normative requirements, can be satisfied only by some specific class of mechanisms, or cannot be satisfied at all. This literature begins with the seminal Gibbard-Satterthwaite theorem [19, 36], showing that the only voting mechanisms with unrestricted ordinal preferences that are (dominant-strategy) incentive-compatible and can choose at least three different outcomes are dictatorships. Subsequent results include characterizations for voting with single-peaked preferences [29], single-crossing preferences [35], and multidimensional separable preferences [5]; impossibility results for two-sided stable matching [33, 2], and efficient one-sided matching (assignment) [8, 38]; and many more.

However, in some settings, it is reasonable to think that an agent might not be able to consider all possible misreports of his preferences. For example, some mechanisms require stating a preference ordering over alternatives. In the Cambridge, Massachusetts, city council elections in 2009, there were 20 candidates (not counting write-ins), and a ballot consisted of a ranking of any subset of these candidates. In the recently redesigned New York City high school matching mechanism, out of over 500 high school programs available, each student may rank up to 12 preferred programs, and many students do list 12 programs [1]. In these cases, it is unlikely that an agent could contemplate all possible reorderings in order to check for advantageous misreports.

This raises the question of whether there are mechanisms in these settings that are not fully incentive-compatible, but do provide incentives against a few potentially salient misreports. If so, a mechanism designer might be willing to settle for this weaker form of incentive-compatibility, and existing characterization or impossibility results could conceivably be overturned.

In this paper, we give a general formulation of this kind of weakened incentive-compatibility, which we call local incentive-compatibility, the notion being that it guards against “small” misreports of preferences. After formulating our notion of mechanisms over completely general type spaces, we specialize separately to define local incentive-compatibility for mechanisms using cardinal preferences and for those using ordinal preferences (actually we consider polyhedral type spaces, for which ordinal preferences are a
special case). For cardinal preferences, we will say that a mechanism is locally incentive-compatible if every agent type can neither benefit from misreporting as some nearby type nor serve as a profitable misreport for some nearby type. For ordinal preferences, we will say that a mechanism is locally incentive-compatible if no agent type wants to misreport by switching some two consecutive outcomes in his preference ranking. Throughout most of the paper, we consider probabilistic mechanisms, which specify a distribution over outcomes as a function of the agent’s type. The randomness may be inherent in the mechanism, or it may arise subjectively for each agent via his uncertainty over other agents’ types. Of course, our results that hold for all probabilistic mechanisms also hold a fortiori for all deterministic mechanisms.

We show that for the type spaces encountered in many mechanism design problems — including any convex domain of cardinal preferences, domains of ordinal preferences with convex closure, single-peaked ordinal preferences, successive single-crossing ordinal preferences, and convex domains of preferences in settings with monetary transfers — local incentive-compatibility in our sense actually implies full incentive-compatibility, either for single-agent mechanisms or multi-agent mechanisms with independent types.

These results are in fact relevant for four reasons. The first is that they directly address the question already raised, which can be viewed as mechanism design in a boundedly rational framework: if a mechanism designer is concerned only about some prespecified set of likely misreports, rather than all conceivable misreports, does this enlarge the space of possible mechanisms? If the designer accepts our subset of misreports as being likely, then the answer is no. (Of course, if there are other misreports that are also considered likely, then the answer is still no; these results are robust to the possibility that our definition of local misreports is too stringent.) In particular, on these type spaces, requiring only local rather than full incentive-compatibility does not help in overcoming impossibility results.

The second reason is that there is a tradition in social choice theory of looking for the weakest assumptions necessary to obtain a characterization result. Our results immediately imply a weakening of the assumptions behind many results on incentive-compatible mechanisms, such as most of those mentioned in the first paragraph. Rather than assuming, say, dominant-strategy incentive-compatibility (together with some other normative criteria) to obtain a characterization result in some setting, we need only assume local incentive-compatibility, and the same conclusion ensues. Of course one could also do this for each theorem individually, by checking that only local misreports are used in the proofs, but it is more elegant to have a general tool.

The third, and related, reason is that our results can potentially provide a shortcut
to proving incentive-compatibility for newly designed mechanisms in the future: on the appropriate type spaces, one only has to show that a mechanism is locally incentive-compatible rather than checking all possible deviations.

The fourth reason our results are relevant is that they provide a counterpoint to a sizable literature in computer science that tries to get around impossibility theorems by making mechanisms computationally hard to manipulate. This literature begins with a classic paper by Bartholdi and Orlin [6] showing that manipulation of the Single Transferable Vote system is NP-complete, even with complete information about other voters’ votes. (An exposition of more recent directions in this line of research is given by Faliszewski, Hemaspaandra, Hemaspaandra, and Rothe [18].) Our results imply that, in the relevant type spaces, any mechanism that can be manipulated can actually be manipulated via some local misreport. This means that a strategic agent who only checks local misreports can still manipulate in some instances. So, for example, for any nondictatorial voting system with unrestricted ordinal preferences, a strategic voter who only contemplates switching some two adjacent candidates in his ranking will still find an advantageous manipulation in some instances, and will always complete his calculations in polynomial time (as long as the outcome of the election can itself be calculated in polynomial time). This strongly suggests that the NP-hardness approach is not the right avenue for thinking about protecting elections, or other kinds of mechanisms, by making manipulation difficult.

The aforementioned results show that, for many important type spaces, local incentive-compatibility implies full incentive-compatibility. On the other hand, there are type spaces where the implication does not hold. In particular, we show this for domains of cardinal preferences that satisfy a strong nonconvexity condition (essentially, that the intersection of the domain with some open half-space be disconnected), and we also give a separate proof and a more detailed investigation for dichotomous preferences [11]. These results would not be compelling if they heavily depended on the way we chose to define local misreports. However, our negative results in these domains are relatively strong, showing that mechanisms can be immune to most misreports without being fully incentive-compatible. In particular, for the domain of dichotomous preferences, we show that almost all of the incentive-compatibility constraints are logically independent: for almost any incentive constraint, some mechanism violates it but satisfies all other constraints.

Although our positive results make use of one particular definition of local incentive-compatibility, this paper does not advocate this definition as necessarily being most behaviorally relevant. Rather, the point is to explore one new avenue for thinking about
the practically important question of whether there are interesting mechanisms that are difficult, but not impossible, to manipulate.

2 Framework

We begin by presenting our general framework and discussing interpretation, implications, and modeling issues. The concrete results will then occupy the following two sections.

2.1 Definitions

We will focus on incentives in a mechanism for an individual agent. Subsequently, we will show how the ideas extend straightforwardly to multi-agent mechanisms, as long as preferences are private (i.e. do not depend on other agents’ types) and independently distributed across agents.

From the agent’s point of view, a mechanism takes the agent’s preferences as input and determines an outcome, or a probability distribution over outcomes. In a voting context, the outcomes might, say, be candidates; in a matching context, they might be jobs, schools, or roommates.

Different strands of the mechanism design literature have made different assumptions about the form of preferences the agent can announce. In contexts where monetary transfers are available, such as auctions or public projects, it is standard to assume agents announce their cardinal valuation for each of the possible outcomes. Cardinal preferences are also assumed in some of the voting and matching literature, such as [3, 24, 38]. More commonly, these literatures assume that agents can only report an ordinal ranking of outcomes. In some contexts, agents are further restricted to rank a limited number of outcomes (such as the New York City school choice mechanism mentioned above). We will first give a unified conceptual treatment that covers all of these situations, then specialize to define local incentive-compatibility in specific settings.

The formal definitions are as follows. Let \( X \), the outcome space, be any finite set; \( m \) will denote its cardinality. Let \( \Delta(X) \) denote the space of lotteries over \( X \). The agent is assumed to have expected utility preferences over lotteries. It will be convenient to think of both lotteries over \( X \) and utility functions as elements of the vector space \( \mathbb{R}^m \); we will sometimes perform vector operations on them, such as addition or scalar multiplication. If the agent’s utility function is \( u \), his payoff from a lottery \( L \) is given by the inner product \( u \cdot L \).
A type is a nonempty subset of $\mathbb{R}^m$. A type space is a set of pairwise disjoint types. We henceforth use the term type space in preference to domain: the latter term suggests only a restriction from some exogenous set of utility functions the agent may have, whereas our notion of a type space conveys both which utility functions are possible and which ones are mutually indistinguishable from a mechanism’s point of view.

Given a type space $T$, a (probabilistic) mechanism is a function $f : T \rightarrow \Delta(X)$. Thus, the mechanism chooses a distribution over outcomes, based on the agent’s (reported) type. The mechanism is deterministic if $f(t)$ is a degenerate lottery for each $t \in T$.

Given the outcome space and type space, an incentive constraint is an ordered pair of types. The interpretation of the constraint $(t, t')$ is that a type $t$ cannot benefit from misreporting as type $t'$. Accordingly, we say that a mechanism $f$ satisfies an incentive constraint $(t, t')$ if, for all $u \in t$, $u \cdot f(t) \geq u \cdot f(t')$; equivalently, $u \cdot (f(t) - f(t')) \geq 0$. A mechanism satisfies a set of incentive constraints if it satisfies every constraint in the set.

A mechanism that satisfies the full set of incentive constraints $T \times T$ is fully incentive-compatible. This is exactly the usual meaning of incentive-compatibility: no agent of any type can benefit from any misreport of his type.

A set $S$ of incentive constraints is sufficient if every mechanism that satisfies the constraints $S$ is fully incentive-compatible.

We highlight several important kinds of type spaces, and relevant sets of incentive constraints that plausibly capture the idea of small misreports.

- A type space $T$ is cardinal if every type is a singleton. In this case, abusing notation, we will think of types as vectors and $T$ as a subset of $\mathbb{R}^m$; thus, for example, we write $f(u)$ rather than $f(\{u\})$.

For a cardinal $T$, a set $S$ of incentive constraints will be called local incentive constraints if, for every $t \in T$, there exists an open neighborhood $N_t$ around $t$ in $T$ (with the relative topology) such that $(t, t') \in S$ and $(t', t) \in S$ for every $t' \in N_t$. A mechanism that satisfies some set of local incentive constraints will be called locally incentive-compatible. This definition is again intuitive: a mechanism is locally incentive-compatible if the agent never wants to misreport by a small amount. For example, if $d$ is the Euclidean distance function on $\mathbb{R}^m$ (or any other distance function that generates the same topology) and $\epsilon$ is a small positive number, then $\{(t, t') \mid d(t, t') < \epsilon\}$ is a set of local incentive constraints.

An alternative, perhaps more conventional, definition of local incentive constraints would simply be that for each $t \in T$, there should exist an open neighborhood
$N_t$ such that $(t, t') \in S$ for all $t' \in N_t$. That is, each type $t$ has no incentive to make nearby misreports, but no relationship is assumed between the meanings of “nearby” for different types. In Subsection 3.1, we will indicate how this definition would give different results.

- A type space is **ordinal** if every type is of the form $t = \{u \mid u(x_1) > u(x_2) > \cdots > u(x_m)\}$ for some strict ordering $x_1 > \cdots > x_m$ of the elements of $X$. We say that $t$ *represents* this ordering. When types are ordinal, $f$ satisfies a constraint $(t, t')$ if and only if the lottery $f(t)$ first-order stochastically dominates $f(t')$ with respect to the ordering on $X$ represented by $t$. (This is easy to show.)

Call two ordinal types $t, t'$ **adjacent** if the orderings they represent differ only by a switch of two outcomes that are consecutive in the orderings represented by $t$ and $t'$. For example, suppose the outcome set is $\{x, y, z\}$, and we write, say, $t_{xyz}$ to denote the type representing the ordering $x > y > z$. Then $t_{xyz}$ is adjacent to $t_{zyx}$ and $t_{xyz}$ but not to $t_{zyx}$. On an ordinal type space $T$, the **local incentive constraints** will refer to the set of all constraints $(t, t')$ such that $t$ and $t'$ are adjacent. We will again say that a mechanism is **locally incentive-compatible** if it satisfies the local incentive constraints.

- More generally, we can consider **polyhedral** type spaces. In the space of utility functions, $\mathbb{R}^m$, an **open half-space** is a set of the form $\{u \mid u \cdot \lambda > c\}$ for some nonzero $\lambda \in \mathbb{R}^m$ and some constant $c$. If $H$ is such an open half-space, its closure $\text{cl}(H) = \{u \mid u \cdot \lambda \geq c\}$ is a **closed half-space**, and its boundary $\partial H = \{u \mid u \cdot \lambda = c\}$ is a **hyperplane**. Define an (open) **polyhedron** to be a nonempty set that is the intersection of finitely many open half-spaces. A **polyhedral type space** is a type space consisting of finitely many types that are all polyhedra.

Define two disjoint polyhedra $t, t'$ to be **adjacent** if $\text{cl}(t) \cap \text{cl}(t')$ contains a nonempty, relatively open subset of a hyperplane. (A set is relatively open in a hyperplane if it is open in the relative topology of the hyperplane.) Intuitively, $t$ and $t'$ are polyhedra that border along a face.

When the type space $T$ is polyhedral, the **local incentive constraints** are the constraints $(t, t')$ such that $t$ and $t'$ are adjacent. Again, a mechanism is **locally incentive-compatible** if it satisfies the local incentive constraints.

Any ordinal type space is polyhedral (the type $\{u \mid u(x_1) > \cdots > u(x_m)\}$ is the intersection of the open half-spaces $\{u \mid u(x_i) - u(x_{i+1}) > 0\}$ for $i = 1, \ldots, m - 1$).
In this case, one can check that the definitions of adjacency and local incentive constraints for ordinal types agree with those for polyhedral types. For another example, we have the types given by truncated rankings, i.e. \( \{ u \mid u(x_1) > \cdots > u(x_k) \text{ and } u(x_k) > u(y) \text{ for all } y \neq x_1, \ldots, x_k \} \), for any distinct outcomes \( x_1, \ldots, x_k \) (where \( k < m \) is fixed). These are again polyhedral types; the type corresponding to a sequence \( x_1, \ldots, x_k \) is adjacent to all types that can be obtained by either switching \( x_i \) and \( x_{i+1} \) for some \( i \), or replacing \( x_k \) with some \( y \neq x_1, \ldots, x_k \).

General polyhedral type spaces come up in the work of Gibbard [21], who considers probabilistic voting schemes with finite strategy sets, such that every voter is guaranteed to have a dominant strategy no matter what his cardinal utility function is. For each strategy, the set of utility functions for which it is dominant forms a polyhedron (ignoring boundary issues).

We are interested in identifying sufficient sets of incentive constraints, and in particular in determining whether or not local incentive constraints are sufficient, on various type spaces.

As mentioned earlier, while all of our analysis is from the point of view of a single agent, our results apply to multi-agent mechanisms. That is, if a set of incentive constraints is sufficient for one-agent mechanisms, it is also sufficient for multi-agent mechanisms, as can be seen by holding fixed the types of all agents except the one who is considering a misreport.

To make this more precise, define a mechanism with \( n \) agents, type space \( T \), and outcome space \( X \) to be a map \( f : T^n \to (\Delta(X))^n \), specifying a (probabilistic) outcome for each agent as a function of all the agents’ types. (In specific settings the space of outcome \( n \)-tuples might be more restricted: for example, in a voting mechanism, all agents must get the same outcome.) Let \( f_i \) denote the \( i \)th component of \( f \). Suppose that a set \( S \) of local incentive constraints is sufficient for \( T \). Now suppose \( f \) satisfies the local incentive constraints for each agent \( i \) and each profile \( t_{-i} \) of types of the other agents: if \( (t_i, t'_i) \in S \), then for each \( u_i \in t_i \), \( u_i \cdot (f_i(t_i, t_{-i}) - f_i(t'_i, t_{-i})) \geq 0 \). Holding fixed the profile \( t_{-i} \) of other agents’ types, then, the mechanism \( t \mapsto f_i(t, t_{-i}) \) satisfies the constraints \( S \); by sufficiency it is fully incentive-compatible. So \( u_i \cdot (f_i(t_i, t_{-i}) - f_i(t'_i, t_{-i})) \geq 0 \) for all \( t_i, t'_i \in T \) and \( u_i \in t_i \): the mechanism is fully incentive-compatible (in dominant strategies).

It is in this sense that \( S \) is sufficient to ensure full incentive-compatibility in multi-agent mechanisms. And the same argument applies for other notions of incentive-compatibility, such as Bayes-Nash, rather than dominant-strategy incentive-compatibility, as long as the
agents’ types are independently distributed. (Without independence, the argument fails, since we cannot vary $t_i$ freely while holding fixed the distribution of $t_{-i}$.)

2.2 Computational complexity

This seems as good a place as any to elaborate on the argument made in the introduction about the computational complexity of manipulation. The relevant motivation is the idea that agents are unlikely to manipulate a mechanism when it is difficult to figure out how to do so. (Harrison and McDaniel [22] present suggestive experimental evidence to this effect; see also [16], but see [23] for contrary evidence.)

As previously mentioned, this idea has spawned a theoretical literature in computer science devoted to the complexity of manipulating different voting rules. This literature begins with the paper by Bartholdi and Orlin [6] studying the Single Transferable Vote rule and showing that the problem of determining whether or not an individual voter can make a given candidate win, knowing the votes of the rest of the population, is NP-complete. Their argument depends on having an arbitrarily large number of candidates. Conitzer and Sandholm [12] show that when there is uncertainty about other voters’ behavior, some basic problems related to manipulation are NP-complete even with a fixed number of candidates (and a growing number of voters). In another paper, however, Conitzer and Sandholm [13] give a simple, polynomial-time manipulation algorithm and argue that, for any well-behaved voting rule, their algorithm should be able to successfully find a large fraction of the feasible manipulations.

This approach to making voting systems difficult to manipulate is not entirely well-founded. The normative criterion that underlies impossibility results such as the Gibbard-Satterthwaite theorem is that agents should face proper incentives at every possible preference profile. If there is even one profile where the voting rule can be manipulated, the criterion is not met. The analogous criterion for computationally limited agents, then, should require that no algorithm (in some appropriately defined class) can ever find a manipulation. If there is some simple, generic algorithm that is computationally inexpensive and can always succeed in finding a manipulation on at least one profile, for arbitrarily large elections, then this criterion is not met. Measures of computational difficulty such as worst-case hardness, or successful manipulation on a large subset of the manipulable instances (as in [13]), seem irrelevant, unless one can provide assumptions on agents’ behavior for which these measures are appropriate.

For example, we will show in Subsection 3.2 that on the type space consisting of all
ordinal types (for any finite set $X$), the set of local incentive constraints is sufficient. This means that an agent who wants to manipulate can simply try each of the $m - 1$ misreports that differ from his true type by switching two consecutive outcomes in the preference ranking, and see if any of them yields a better outcome than reporting his true type. For any voting rule, such a manipulator is able to succeed in some instance, unless the original rule was fully strategyproof (which for deterministic rules essentially means it must be dictatorial; see [20] for probabilistic rules). Moreover, clearly the manipulator’s computation can be carried out in polynomial time (in the size of $X$ and any other needed inputs), as long as the outcome of a vote can itself be computed in polynomial time. And the manipulator does not even need to know the voting rule, only to have access to an oracle that can compute it in polynomial time. Our results thus imply a “computational Gibbard-Satterthwaite theorem” that says that any nondictatorial voting rule is vulnerable to manipulation even if agents’ computational ability is limited. This result is in the same spirit as [13].

Analogous results hold on other ordinal type spaces: whenever the local incentive constraints are sufficient, any mechanism that is not fully strategyproof is vulnerable to manipulation by trial and error, even under limited computational power. More generally, the same argument applies over type spaces with small sufficient sets of incentive constraints — where “small,” in this case, means that the maximum number of misreports any type can consider is bounded by a polynomial in the size of the outcome space.

The lesson from all of this is that, while manipulation may indeed be difficult enough in practice to discourage boundedly rational agents, NP-completeness is not the right way to model this difficulty.

### 2.3 Indirect mechanisms

The framework given above focuses on direct mechanisms; in particular, incentive constraints state directly which types are to be prevented from imitating which other types. One could instead consider indirect mechanisms, in which each type of agent announces a message that is then mapped to a distribution over outcomes. This approach could potentially give a mechanism designer much more freedom. As a bounded-rationality assumption, one might imagine that agents consider only misreports that are local in the message space; thus, incentive constraints consist of pairs of messages, and the definition of locality in a given message space is independent of the mechanism chosen. In this subsection we outline how a modeling framework along these lines might look and why it
does not seem to be a promising avenue of study.

Given an outcome space $X$ and type space $T$, an *indirect mechanism* consists of a message space $M$; a strategy $\sigma : T \to M$; and an outcome function $g : M \to \Delta(X)$. An *incentive constraint* is now an ordered pair of elements of $M$, and a mechanism $(M, \sigma, g)$ satisfies the incentive constraint $(m, m')$ if, for all $t \in T$ such that $\sigma(t) = m$ and all $u \in t$, we have $u \cdot (g(m) - g(m')) \geq 0$. (If there are no $t$ such that $\sigma(t) = m$, then the constraint is vacuously satisfied.)

The definition of local incentive constraints would depend on the structure of the space $M$. One natural approach, mirroring our earlier definition for cardinal type spaces, would be to require that $M$ be a subset of some Euclidean space; then a set $S$ of incentive constraints consists of *local incentive constraints* if every $m \in M$ has a neighborhood $N_m$ such that $(m, m') \in S$ and $(m', m) \in S$ for all $m' \in N_m$.

We would then say that a function $f : T \to \Delta(X)$ is *locally incentive-compatibly implementable* if there exists some mechanism $(M, \sigma, g)$ satisfying a set of local incentive constraints, such that $g \circ \sigma = f$. The function is *fully incentive-compatibly implementable* if some such mechanism satisfies the full set of incentive constraints $M \times M$; by the revelation principle, this is equivalent to full incentive-compatibility of the direct mechanism $f$. The question would then be: when are there functions that are locally, but not fully, incentive-compatibly implementable?

Unfortunately, this approach gives trivial results. For example, if the image of $f$ is finite (as when $T$ is a polyhedral type space, or whenever $f$ is a deterministic mechanism), then $f$ is necessary locally incentive-compatibly implementable. Indeed, let $M$ be a discrete subset of Euclidean space, with enough elements so that there exist $\sigma : T \to M$ and $g : M \to \Delta(X)$ with $g \circ \sigma = f$. Then the set $\{(m, m) \mid m \in M\}$ is a set of local incentive constraints, which is always satisfied. Even if, say, we require $M$ to be convex and open, any $f$ is locally incentive-compatibly implementable: choose $\sigma$ with finite image and $g : \text{Im}(\sigma) \to \Delta(X)$ so that $g \circ f$, then extend $g$ to $M$ so as to be locally constant near each point of the image of $\sigma$. This mechanism satisfies any local incentive constraints as long as the neighborhood $N_m$ of any $m \in \text{Im}(\sigma)$ is small enough that $g$ is constant there. The prediction that so many functions are implementable does not accord with intuitions about mechanisms and incentives.

We could try to tweak the framework to avoid such excessive implementability results. For example, if $T$ is a cardinal type space, we could restrict attention to mechanisms for which the strategy $\sigma$ is continuous. But in this case, whenever an indirect mechanism $(M, \sigma, g)$ satisfies the local incentive constraints $S$, the corresponding direct mechanism
$g \circ \sigma$ satisfies the local incentive constraints \{$(t, t') \mid (\sigma(t), \sigma(t')) \in S$\}. So allowing indirect mechanisms would not buy us any new local incentive-compatibility that we could not already get with direct mechanisms.

The other problem with formulating local incentive constraints on the message space, rather than directly on the type space, lies with the implicit behavioral assumption that agents’ choice of which misreports to consider does not depend on the choice of $\sigma$. It is not clear why such an assumption would be valid. For example, the argument of Subsection 2.2 easily carries over to indirect mechanisms as follows. Consider, say, a voting procedure over $m$ candidates, with $T$ the complete ordinal type space, represented by the direct mechanism $f$. Suppose that $f$ was not fully (dominant-strategy) incentive-compatible, but a designer tried to prevent computationally limited agents from manipulating it by using an indirect mechanism $(M, \sigma, g)$, with $g \circ \sigma = f$. It is reasonable to require that $g$ can be computed in polynomial time (otherwise the voting system would be difficult to carry out), and so can $\sigma$ (otherwise one could not expect agents to vote according to $\sigma$).

A manipulating agent could then apply the following algorithm: if the agent’s true type is $t$, then for each of the $m - 1$ types $t'$ adjacent to $t$ in $T$, calculate $g(\sigma(t'))$ and compare to $g(\sigma(t))$. Then the agent’s calculation could be performed in polynomial time and would succeed in finding manipulations in at least some instances — even if the designer had taken pains to make the mechanism satisfy a large set of incentive constraints in $M$.

For these reasons, we continue to restrict attention to direct mechanisms, with local incentive constraints formulated on the type space $T$.

3 Sufficiency results

In this section we shall show that local incentive constraints are sufficient — any locally incentive-compatible mechanism is fully incentive-compatible — on a variety of common type spaces.

3.1 Cardinal type spaces

As already mentioned, in a cardinal type space, we can identify each type with the single utility function it contains, and thus identify the whole type space with a subset of $\mathbb{R}^m$, the Euclidean space of possible utility functions. This allows us to formulate our first sufficiency result:
Proposition 1  On a convex cardinal type space \( T \), any set of local incentive constraints is sufficient.

The proof of this proposition is a model for the proofs of most of our other sufficiency results. To prove that an agent of type \( u \) never wants to misreport as type \( v \), we restrict attention to types along the line segment \([u, v]\) connecting \( u \) and \( v \), effectively collapsing the type space to one dimension; we then apply the kind of supermodularity or “revealed-preference” argument that is familiar elsewhere in the mechanism design literature (see e.g. [30, Lemma 2], [27, pp. 177-178], [32, Theorem 1]). Suppose \( u_\alpha \) and \( u_\beta \) are two types along this line segment, with \( u_\alpha \) closer to \( u \) than \( u_\beta \), such that neither wants to imitate the other under mechanism \( f \). Since \( u_\alpha \) has a stronger relative preference than \( u_\beta \) does for outcomes preferred by \( u \), it must be that \( f(u_\alpha) \) is preferred by \( u \) over \( f(u_\beta) \). Breaking up \([u, v]\) into such shorter segments \([u_\alpha, u_\beta]\) and combining the resulting inequalities proves that \( u \) prefers \( f(u_\alpha) \) over \( f(v) \).

Proof: Let \( S \) be a set of local incentive constraints and \( f \) a mechanism satisfying \( S \). For types \( u, v \), write \( u \leftrightarrow v \) if \((u, v)\) and \((v, u)\) are both in \( S \). By definition, for every \( u \in T \), there is some neighborhood \( N_u \) of \( u \) in \( T \) such that \( u \leftrightarrow v \) for all \( v \in N_u \).

Fix arbitrary \( u, v \in T \). We want to show that \( u \cdot (f(u) - f(v)) \geq 0 \).

For any \( \alpha \in [0, 1] \), define \( u_\alpha = (1-\alpha)u + \alpha v \). Convexity implies \( u_\alpha \in T \) for each \( \alpha \). Let

\[ A = \{ \alpha \mid \text{there exist } 0 = \alpha_0 < \alpha_1 < \cdots < \alpha_k \leq 1 \text{ with } u_{\alpha_0} \leftrightarrow u_{\alpha_1} \leftrightarrow \cdots \leftrightarrow u_{\alpha_k} \text{ and } \alpha_k = \alpha \}. \]

Clearly, if \( \alpha \in A, \alpha < \alpha' \leq 1 \), and \( u_\alpha \leftrightarrow u_{\alpha'} \), then \( \alpha' \in A \). Now let \( \overline{\alpha} = \sup A \) (we know \( A \) is nonempty since \( 0 \in A \)). If \( \overline{\alpha} > 0 \), then for \( \alpha \) sufficiently close to \( \overline{\alpha} \) we have \( u_\alpha \leftrightarrow u_{\overline{\alpha}} \); since we can choose \( \alpha \in A \) arbitrarily close and less than \( \overline{\alpha} \), we get \( \overline{\alpha} \in A \). Moreover, if \( \overline{\alpha} < 1 \), then \( u_{\overline{\alpha}} \leftrightarrow u_\alpha \) for \( \alpha \) just slightly larger than \( \overline{\alpha} \); this implies \( \alpha \in A \), which contradicts \( \overline{\alpha} = \sup A \). Therefore, we get \( \overline{\alpha} = 1 \) and \( 1 \in A \).

So we have \( 0 = \alpha_0 < \alpha_1 < \cdots < \alpha_k = 1 \) with \( u_{\alpha_i} \leftrightarrow u_{\alpha_{i+1}} \) for each \( i \). Now write out the local incentive constraints:

\[
\begin{align*}
    u_{\alpha_i} \cdot (f(u_{\alpha_i}) - f(u_{\alpha_{i+1}})) & \geq 0, \\
    u_{\alpha_{i+1}} \cdot (f(u_{\alpha_{i+1}}) - f(u_{\alpha_i})) & \geq 0.
\end{align*}
\]
Multiplying by $\alpha_i+1$ and $\alpha_i$, respectively, and adding gives

$$[\alpha_{i+1}u_{\alpha_i} - \alpha_iu_{\alpha_{i+1}}] \cdot (f(u_{\alpha_i}) - f(u_{\alpha_{i+1}})) \geq 0.$$ 

But simple calculation from the definition of $u_{\alpha_i}, u_{\alpha_{i+1}}$ shows that

$$\alpha_{i+1}u_{\alpha_i} - \alpha_iu_{\alpha_{i+1}} = (\alpha_{i+1} - \alpha_i)u,$$

hence

$$[(\alpha_{i+1} - \alpha_i)u] \cdot (f(u_{\alpha_i}) - f(u_{\alpha_{i+1}})) \geq 0.$$ 

Since $\alpha_{i+1} - \alpha_i > 0$, we can divide through and actually get

$$u \cdot (f(u_{\alpha_i}) - f(u_{\alpha_{i+1}})) \geq 0.$$ 

Now we can sum over $i = 0, 1, \ldots, k - 1$, and telescoping gives

$$u \cdot (f(u) - f(v)) = u \cdot (f(u_{\alpha_0}) - f(u_{\alpha_k})) \geq 0.$$

□

Proposition 1 applies to any convex cardinal type space. This includes, for example, the full space of utility functions (on any finite $X$); or the space of utility functions that are increasing with respect to some partial order on $X$; or the space of supermodular utility functions, given a lattice structure on $X$; or the space of utility functions satisfying some concavity conditions.

The proof of Proposition 1 clearly uses both parts of the definition of local incentive constraints — that for all $u$, there should exist a neighborhood $N_u$ with both $(u, u') \in S$ and $(u', u) \in S$ for $u' \in N_u$. A weaker requirement, that only $(u, u')$ need be in $S$, would be more intuitive, but this requirement is not enough. For example, suppose $X = \{x, y\}$ and $T$ is the full space of all cardinal types. Consider the mechanism $f$ given by $f(u) = x$ if $u(x) < u(y)$ and $f(u) = y$ otherwise. This $f$ meets the weaker definition of local incentive-compatibility, but is not fully incentive-compatible.

An alternative way of expressing our definition of local incentive constraints is as follows: $f$ is locally incentive-compatible if every $u \in T$ is a local maximum of both the functions $v \mapsto u \cdot f(v)$ and $v \mapsto v \cdot (f(u) - f(v))$. With this interpretation, local incentive-compatibility can potentially checked by first- and second-order conditions when $f$ is differentiable. (However, as Barberà, Bogomolnaia, and van der Stel [3] show, restricting...
attention to differentiable mechanisms can cause one to neglect important cases.)

We can strengthen Proposition 1 slightly to allow the type space to exclude utility functions that are indifferent among all outcomes. Formally, say that a type $u$ is indifferent if $u(x) = u(y)$ for all $x, y \in X$. Also, say that two types $u, u'$ are equivalent if $u = \alpha u' + v$ for some scalar $\alpha > 0$ and some indifferent $v$ (this is our usual notion of cardinal equivalence).

**Corollary 2** Suppose that $T$ is a cardinal type space such that $T \cup T'$ is convex, for some set $T'$ consisting of indifferent types. Suppose that $T$ contains at least three mutually non-equivalent types. Then any set of local incentive constraints is sufficient.

**Proof:** Let $S$ be a set of local incentive constraints and $f$ a mechanism satisfying them. Fix $u, v \in T$. We want to show that $u \cdot (f(u) - f(v)) \geq 0$.

If the line segment from $u$ to $v$ does not contain any indifferent types in its interior, then it must lie entirely in $T$, and the argument from the proof of Proposition 1 carries over unchanged. So suppose the segment does pass through some indifferent type $w$; then we have $v = (1 + \alpha)w - \alpha u$ for some $\alpha > 0$. In particular, $v$ is equivalent to $-u$ (and $u$ is equivalent to $-v$).

By assumption, there exists some type $u' \in T$ that is not equivalent to $u$ or $v$. Hence, the segment from $u$ to $u'$ does not contain any indifferent types in its interior, and so lies entirely in $T$. Likewise, so does the segment from $v$ to $u'$. Thus, by the argument for Proposition 1, we have

$$u \cdot (f(u) - f(u')) \geq 0; \quad v \cdot (f(v) - f(u')) \geq 0.$$ 

However, $v$ is equivalent to $-u$, so the latter of these implies $-u \cdot (f(v) - f(u')) \geq 0$. (More explicitly, we have $[(1 + \alpha)w - \alpha u] \cdot (f(v) - f(u')) \geq 0$; but indifference of $w$ implies $w \cdot (f(v) - f(u')) = 0$, and hence $-\alpha u \cdot (f(v) - f(u')) \geq 0$.) Hence,

$$u \cdot (f(u) - f(v)) = [u \cdot (f(u) - f(u'))] + [-u \cdot (f(v) - f(u'))] \geq 0.$$ 

□

The requirement of at least three mutually non-equivalent types cannot be removed. For example, suppose again that $X = \{x, y\}$, and consider the cardinal type space $T = \{u \mid u(x) \neq u(y)\}$, which has only two non-equivalent types. The mechanism $f$ that always chooses the less-preferred outcome is locally, but not fully, incentive-compatible.
3.2 Polyhedral type spaces

Next we consider polyhedral type spaces, which includes ordinal type spaces as a special case. Our main result here is:

**Proposition 3** Let $T$ be a polyhedral type space such that $\cup_{t \in T} \text{cl}(t)$ is convex. Then the set of local incentive constraints is sufficient.

The argument is essentially the same as for Proposition 1: for utility functions $u$ and $v$, we consider the line segment connecting $u$ and $v$; this segment passes through various types in succession. By jiggling $v$ a bit if necessary, we can ensure that any two successive types along this line segment are adjacent polyhedra, and then we can just add up the corresponding local incentive constraints as before.

This is illustrated in Figure 1 for the case where $T$ is the full ordinal type space on three outcomes. In this case, the types consist of six triangular-prism-shaped sectors of $\mathbb{R}^3$; by projecting orthogonally onto the plane $u(x_1) + u(x_2) + u(x_3)$ we get six sectors of the plane, as illustrated. Each type consists of the interior of one sector. The figure illustrates the proof that $u \cdot (f(t) - f(t')) \geq 0$, for a particular choice of $t, t'$ and $u \in t$. We just choose $v \in t'$ and apply the argument from Proposition 1. If $v$ happens to be inauspiciously chosen, such as the $v'$ shown, the argument fails because the segment from $u$ to $v$ passes through two nonadjacent types in succession; but in this case we can just perturb $v$ to get rid of the problem.

![Figure 1: Argument for Proposition 3](image-url)
Expressing this argument precisely requires a little technical work. For the remainder of this subsection, we fix the polyhedral type space \( T \), and let \( S \) be the corresponding set of local incentive constraints.

**Lemma 4** Let the polyhedron \( t \) be written as an intersection of open half-spaces: \( t = \cap_{i=1}^{r} H_i \). Then \( \text{cl}(t) = \cap_{i=1}^{r} \text{cl}(H_i) \).

**Proof:** Clearly \( t \subseteq H_i \) implies \( \text{cl}(t) \subseteq \text{cl}(H_i) \) for each \( i \). Conversely, let \( u \in t = \cap_{i} H_i \) (since \( t \) is nonempty), and take any \( v \in \cap_i \text{cl}(H_i) \). Then we see that \( (1 - \alpha)u + \alpha v \in H_i \) for each \( i \) and all \( \alpha \in [0,1) \). That is, \( (1 - \alpha)u + \alpha v \in t \) for all \( \alpha \in [0,1) \). Taking \( \alpha \to 1 \), we see that \( v \) is a limit point of \( t \). Thus, \( \cap_i \text{cl}(H_i) \subseteq \text{cl}(t) \). \( \square \)

**Corollary 5** If \( t = \cap_{i=1}^{r} H_i \), then the boundary of \( t \) is

\[
\partial t = \text{cl}(t) \setminus t = \bigcup_{\emptyset \neq I \subseteq \{1, \ldots, r\}} \left[ \left( \bigcap_{i \in I} \partial H_i \right) \cap \left( \bigcap_{i \notin I} H_i \right) \right].
\]

**Proof:** Write \( \text{cl}(t) = \cap_i \text{cl}(H_i) = \cap_i (\partial H_i \cup H_i) \) and distribute on the right side, then remove \( t = \cap_i H_i \) from both sides. \( \square \)

In particular, \( \partial t \subseteq \cup_i \partial H_i \).

**Lemma 6** Let \( u \) be a fixed utility function, and let \( t, t' \in T \) be distinct, nonadjacent types. Then there exist finitely many hyperplanes, each one passing through \( u \), whose union contains \( \text{cl}(t) \cap \text{cl}(t') \).

**Proof:** Since \( t, t' \) are open and disjoint, neither one can intersect the closure of the other, so \( \text{cl}(t) \cap \text{cl}(t') \subseteq \partial t \cap \partial t' \). Now suppose \( t = \cap_{i=1}^{r} H_i \) and \( t' = \cap_{i'=1}^{r'} H_{i'} \). Applying Corollary 5 to both \( t \) and \( t' \), and then distributing the intersection operator, we get

\[
\partial t \cap \partial t' = \bigcup_{\emptyset \neq I \subseteq \{1, \ldots, r\}} B(I, I'),
\]

where

\[
B(I, I') = \left( \bigcap_{i \in I} \partial H_i \right) \cap \left( \bigcap_{i \notin I} H_i \right) \cap \left( \bigcap_{i' \in I'} \partial H_{i'} \right) \cap \left( \bigcap_{i' \notin I'} H_{i'} \right).
\]

It therefore suffices to show that each set \( B(I, I') \) is contained in a hyperplane that passes through \( u \). We may assume \( B(I, I') \) is nonempty, since otherwise we are done.
Now, $B(I, I')$ is a relatively open subset of $P(I, I') = (\cap_{i \in I} \partial H_i) \cap (\cap_{i' \in I'} \partial H'_{i'})$. The set $P(I, I')$ is an affine set, that is, an intersection of hyperplanes. If $P(I, I')$ is itself a hyperplane, then since $B(I, I') \subseteq \text{cl}(t) \cap \text{cl}(t')$, it follows that $t$ and $t'$ are adjacent. This contradicts the hypothesis. Therefore $P(I, I')$ is an affine set of dimension at most $m - 2$, and it is a standard fact that we can then find a hyperplane containing both $P(I, I')$ and $u$. □

Proof of Proposition 3: Let $u \in \mathbb{R}^m$ be any given utility function. We know from Corollary 5 and Lemma 6 that there exists a finite collection $K$ of hyperplanes such that

- for each $t \in T$, $\partial t$ is contained in the union of the hyperplanes in $K$;
- if $t, t'$ are distinct, nonadjacent types, and $w \in \text{cl}(t) \cap \text{cl}(t')$, then there exists a hyperplane in $K$ passing through $u$ and $w$.

Now suppose $u \in t$, for some type $t$, and let $t'$ be any other type. Suppose the mechanism $f$ satisfies the local incentive constraints. We wish to show that $u \cdot (f(t) - f(t')) \geq 0$.

Let $K$ be the collection of hyperplanes defined above. Because $t'$ is an open set, we can choose $v \in t'$ not lying on any of the hyperplanes in $K$.

As in the proof of Proposition 1, define $u_\alpha = (1 - \alpha)u + \alpha v$ for $\alpha \in [0, 1]$, and let $[u, v]$ denote the line segment $\{u_\alpha \mid \alpha \in [0, 1]\}$. Each hyperplane in $K$ can contain at most one point of $[u, v]$: if a hyperplane contained more than one point, it would contain the entire segment and in particular would contain $u_1 = v$, contradicting the choice of $v$. This implies, in particular, that the union of the hyperplanes of $K$ can contain only finitely many points of $[u, v]$.

Now, each type is an open, convex subset of Euclidean space; therefore, its intersection with $[u, v]$ must be an open, convex subset of $[u, v]$. The only such subsets are those of the form $u_J = \{u_\alpha \mid \alpha \in J\}$, where $J$ is an open subinterval of $[0, 1]$; that is, $J$ is of the form $(\gamma, \delta)$, $[0, \delta)$, or $(\gamma, 1]$. So let $t_0, t_1, \ldots, t_k$ be all the types that intersect $[u, v]$, and write $t_i \cap [u, v] = u_{J_i}$, for $i = 0, 1, \ldots, k$, where $J_i$ is an open subinterval of $[0, 1]$. Because the types are disjoint, it follows that the $J_i$ must be disjoint. Hence, there is an unambiguous way of arranging them in increasing order; relabeling if necessary, we may assume $J_0, J_1, \ldots, J_k$ are in order. Moreover, $u \in t$ implies $0 \in J_0$ and $t_0 = t$; $v \in t'$ implies $1 \in J_k$ and $t_k = t'$.
To summarize: the types that intersect the segment \([u, v]\) are \(t_0, t_1, \ldots, t_k\), where

\[
\begin{align*}
t_0 \cap [u, v] &= u_{(0, \delta_0)}, \\
t_1 \cap [u, v] &= u_{(\gamma_1, \delta_1)}, \\
& \vdots \\
t_{k-1} \cap [u, v] &= u_{(\gamma_{k-1}, \delta_{k-1})}, \\
t_k \cap [u, v] &= u_{(\gamma_k, \delta_k)};
\end{align*}
\]

moreover, \(\delta_0 \leq \gamma_1, \delta_1 \leq \gamma_2, \ldots, \delta_{k-1} \leq \gamma_k\); and \(t_0 = t, t_k = t'\).

Next we show that in fact \(\delta_i = \gamma_{i+1}\) for each \(i = 0, \ldots, k - 1\). Suppose instead that \(\delta_i < \gamma_{i+1}\). Recall that, by assumption, the union of the closures of all types in \(T\) is convex. Since this union certainly contains \(u\) and \(v\), it contains the entire segment \([u, v]\).

So for any \(\alpha\) with \(\delta_i < \alpha < \gamma_{i+1}\), then \(u_\alpha\) must lie in the closure of some type \(\hat{t}\). But by definition of \(\delta_i\) and \(\gamma_{i+1}\), such a point \(u_\alpha\) cannot belong to \(\hat{t}\) proper, so it belongs to \(\partial \hat{t}\). In particular, each such \(u_\alpha\) belongs to one of the hyperplanes in \(K\). But there are infinitely many such \(u_\alpha\), and we already showed that the union of the hyperplanes in \(K\) can contain only finitely many points of \([u, v]\). This is a contradiction.

We have now established that \(\delta_i = \gamma_{i+1}\) for each \(i = 0, \ldots, k - 1\). On the other hand, \(u_{\delta_i} \in \text{cl}(t_i)\), and \(u_{\gamma_i+1} \in \text{cl}(t_{i+1})\). So, \(u_{\delta_i} \in \text{cl}(t_i) \cap \text{cl}(t_{i+1})\). If \(t_i, t_{i+1}\) are not adjacent types, then some hyperplane of \(K\) passes through \(u_{\delta_i}\) and \(u\). This again contradicts the fact that each hyperplane of \(K\) can intersect \([u, v]\) only once. So \(t_i, t_{i+1}\) are adjacent; hence we have \((t_i, t_{i+1}) \in S\), and likewise \((t_{i+1}, t_i) \in S\).

Now we finally can repeat the argument from Proposition 1. Pick arbitrary \(\alpha_i \in J_i\) for each \(i = 0, \ldots, k\). Then, \(u_{\alpha_i} \in t_i\). The local incentive constraints \((t_i, t_{i+1})\) and \((t_{i+1}, t_i)\) ensure that

\[
\begin{align*}
u_{\alpha_i} \cdot (f(t_i) - f(t_{i+1})) &\geq 0, \\
u_{\alpha_{i+1}} \cdot (f(t_{i+1}) - f(t_i)) &\geq 0.
\end{align*}
\]

Multiplying these two inequalities by \(\alpha_{i+1}\) and \(\alpha_i\), respectively, and adding gives

\[
[\alpha_{i+1}u_{\alpha_i} - \alpha_iu_{\alpha_{i+1}}] \cdot (f(t_i) - f(t_{i+1})) \geq 0.
\]
But $\alpha_{i+1}u_{\alpha_i} - \alpha_i u_{\alpha_i+1} = (\alpha_{i+1} - \alpha_i)u$. Dividing by the positive number $\alpha_{i+1} - \alpha_i$ then gives us

$$u \cdot (f(t_i) - f(t_{i+1})) \geq 0.$$ 

Summing over $i = 0, \ldots, k - 1$ and telescoping gives

$$u \cdot (f(t) - f(t')) = u \cdot (f(t_0) - f(t_k)) \geq 0,$$

which is what was to be proved. \[\Box\]

A particular case of Proposition 3 is, of course, the result that has already been mentioned a couple times, that on the full ordinal type space, the local incentive constraints are sufficient. (In this case, the union of the closures of all types is simply all of $\mathbb{R}^m$.) Another situation where Proposition 3 applies is when $T$ consists of all ordinal types that respect a given partial ordering on $X$. For example, Bogomolnaia and Moulin [9] consider an allocation problem with real objects and a null object; all types have the same preference ordering on the real objects, but rank the null object differently relative to the real objects.

We have pointed out that Proposition 3 leads to an immediate strengthening of the Gibbard-Satterthwaite theorem by relaxing the requirement of (dominant-strategy) incentive-compatibility to local incentive-compatibility. It is natural to ask if the result can be made stronger still by using even fewer incentive constraints. In fact, there is no sufficient set of incentive constraints respecting symmetry among the outcomes that is smaller than the set of local incentive constraints.

To state this more clearly, suppose $\sigma$ is a permutation of the set $\{1, 2, \ldots, m\}$. For any type $t$, define a type $t^\sigma$ as follows: if $x_1, \ldots, x_m$ is the ordering of outcomes such that $t = \{u \mid u(x_1) > \cdots > u(x_m)\}$, then $t^\sigma = \{u \mid u(x_{\sigma(1)}) > \cdots > u(x_{\sigma(m)})\}$. Let $\Sigma_{adj}$ be the set of adjacent transpositions — permutations of $\{1, 2, \ldots, m\}$ that consist of switching $i$ and $i + 1$, for some $i$. Then, the set $\Sigma_{adj}$ has the property that $\{(t, t^\sigma) \mid t \in T, \sigma \in \Sigma_{adj}\}$ is a sufficient set of incentive constraints (because these are precisely the local incentive constraints we have been using). In fact, $\Sigma_{adj}$ is a minimal set of permutations with this sufficiency property. That is, on the full ordinal type space $T$, the set of incentive constraints $S' = \{(t, t^\sigma) \mid t \in T, \sigma \in \Sigma'\}$, where $\Sigma'$ is any proper subset of $\Sigma_{adj}$, is not sufficient, not even for deterministic mechanisms. Indeed, suppose that, for some $i$, the transposition that switches $i$ and $i + 1$ is missing from $\Sigma'$. Then, the deterministic mechanism that assigns to every ordinal type its $(i + 1)$st favorite outcome satisfies the incentive constraints $S'$, but this mechanism is not fully incentive-compatible.
3.3 Single-peaked preferences

Our results so far have focused on essentially convex type spaces. One of the most important type spaces, however, is not convex: that of single-peaked preferences.

Fix an ordering \( x_1, \ldots, x_m \) of the outcomes in \( X \). A strict preference ordering \( \succ \) over \( X \) is single-peaked if there exists some \( k \) such that, whenever \( i < j \leq k \) or \( i > j \geq k \), we have \( x_j \succ x_i \). For our purposes, an ordinal type is single-peaked if it represents a single-peaked ordering.

Single-peaked preferences have been popular in social choice ever since Black’s [7] observation that, in voting situations, the median of the voters’ favorite outcomes is a Condorcet winner: it does not lose to any other outcome in a pairwise majority vote. Moreover, the voting rule that chooses the median favorite outcome is dominant-strategy incentive-compatible. Single-peaked preferences are also important in economic applications because single-peakedness is the same as quasiconcavity of the utility function (aside from issues of indifference). Moulin [29] characterizes the deterministic voting systems that are dominant-strategy incentive-compatible and tops-only, both with and without an additional requirement of anonymity, under single-peaked preferences. (Moulin assumes the outcome space is the whole real line, but his proofs carry through almost unchanged for a finite outcome space.) Ehlers, Peters, and Storcken [17] extend this work to probabilistic mechanisms. Sprumont [37] and Barberà, Jackson, and Neme [4] study efficient, incentive-compatible rationing of a good to consumers with single-peaked preferences over quantities.

The set of single-peaked preferences is not convex: if \( m = 3 \), then define two utility functions \( u, v \) by

\[
\begin{align*}
u(x_1) &= 4, & u(x_2) &= 1, & u(x_3) &= 0, \\
v(x_1) &= 0, & v(x_2) &= 1, & v(x_3) &= 4.
\end{align*}
\]

Then \( u \) and \( v \) are single-peaked, but \( (u + v)/2 \) is not.

However, we still have the result:

**Proposition 7** Let \( X \) be fixed, with an ordering \( x_1, \ldots, x_m \) of its elements. On the space of single-peaked ordinal types, the set of local incentive constraints is sufficient.

The argument is a slight extension of that used for Proposition 3. Given a single-peaked utility function \( u \) and a type \( t' \), we can find some \( v \in t' \) such that the segment connecting \( u \) and \( v \) lies within the single-peaked domain, even though this may not be true for every \( v \in t' \), or even almost every \( v \). This is illustrated in Figure 2, which again
considers the case of three outcomes; single-peaked types are shown in gray. In the figure, to show that \( u \cdot (f(t) - f(t')) \geq 0 \), we cannot use the segment from \( u \) to \( v \) since it passes outside of the single-peaked domain, but the segment from \( u \) to \( v' \) does work.

Figure 2: Argument for Proposition 7

Accordingly, suppose \( u \) is a given single-peaked utility function. Say that a utility function \( v \) is good for \( u \) if, for every \( \alpha \in [0, 1] \), \((1 - \alpha)u + \alpha v\) lies in the closure of some single-peaked ordinal type. Note that as long as \( u \) and \( v \) are both strict (i.e. give different values to different outcomes), a sufficient condition for \( v \) to be good for \( u \) is that \((1 - \alpha)u + \alpha v\) be single-peaked whenever it is strict: the set \( A_{ns} = \{ \alpha \in [0, 1] \mid (1 - \alpha)u + \alpha v \text{ is not strict} \} \) is finite, so the closure of \([0, 1] \setminus A_{ns}\) is all of \([0, 1]\), and hence \((1 - \alpha)u + \alpha v\) is in the closure of some single-peaked ordinal type for each \( \alpha \).

Lemma 8 Fix the single-peaked utility function \( u \). For any ordinal type \( t' \), there exists a nonempty open set contained in \( t' \) such that every \( v \) in the open set is good for \( u \).

Proof: We will first construct a \( v \) that is good for \( u \). Let \( x_k \) be the outcome ranked highest by \( u \), and let \( x_l \) be the outcome ranked highest by \( t' \). If \( l = k \), then any \( v \in t' \) is good for \( u \): since \( u(x_i) \) and \( v(x_i) \) are both increasing in \( i \) for \( i \leq k \) and decreasing for \( i \geq k \), the same is true of any weighted average \((1 - \alpha)u + \alpha v\), so each such weighted average is single-peaked (as long as it is strict).

Now suppose \( l > k \) (the case \( l < k \) is similar). So \( u(x_i) \) is decreasing and \( v(x_i) \) must be increasing in \( i \) for \( k \leq i \leq l \). Choose \( v(x_l) \) and \( v(x_{l-1}) \) arbitrarily, with \( v(x_{l-1}) < v(x_l) \).
If \( k < l - 1 \) then successively choose \( v(x_j) \) for \( j = l - 2, l - 3, \ldots, k \), such that

\[
\frac{v(x_{j+2}) - v(x_{j+1})}{u(x_{j+1}) - u(x_{j+2})} < \frac{v(x_{j+1}) - v(x_j)}{u(x_{j}) - u(x_{j+1})}.
\]

(1)

This can be done by choosing \( v(x_j) \) low enough at each step. Finally, we can choose \( v(x_j) \) for \( j > l \) or \( j < k \) so that \( v \) represents the ordering given by \( t' \).

Now we will show that, for \( \alpha \in [0, 1] \), \((1 - \alpha)u + \alpha v\) is single-peaked whenever it is strict. That is, we claim that \((1 - \alpha)u(x_i) + \alpha v(x_i)\) is increasing in \( i \) for \( i \) up to some peak \( p \), and decreasing after that. Both \( u(x_i) \) and \( v(x_i) \) are increasing in \( i \) for \( i \leq k \), and decreasing in \( i \) for \( i \geq l \), so it suffices to focus on the range \( k \leq i \leq l \). We will show that \((1 - \alpha)u(x_i) + \alpha v(x_i)\) cannot ever decrease and then increase within this range. That is, we will show that there is no \( j \in \{k, \ldots, l - 2\} \) such that

\[
(1 - \alpha)u(x_j) + \alpha v(x_j) > (1 - \alpha)u(x_{j+1}) + \alpha v(x_{j+1})
\]

(2)

and

\[
(1 - \alpha)u(x_{j+1}) + \alpha v(x_{j+1}) < (1 - \alpha)u(x_{j+2}) + \alpha v(x_{j+2})
\]

(3)

simultaneously hold; this will prove the claim.

Suppose (2) and (3) do both hold, for some \( j \). (2) implies

\[
\frac{1 - \alpha}{\alpha} > \frac{v(x_{j+1}) - v(x_j)}{u(x_{j}) - u(x_{j+1})}
\]

while (3) implies

\[
\frac{1 - \alpha}{\alpha} < \frac{v(x_{j+2}) - v(x_{j+1})}{u(x_{j+1}) - u(x_{j+2})}.
\]

(Note we used the fact that \( u(x_j) > u(x_{j+1}) > u(x_{j+2}) \) to make sure the signs don’t switch when we divide. We know \( \alpha > 0 \) since (3) is violated at \( \alpha = 0 \).) Combining these two inequalities gives a contradiction of (1), completing the proof of the claim.

At this point we have shown that any \( v \in t' \) satisfying the inequalities (1) is good for \( u \). Since these inequalities carve out a nonempty open subset of \( t' \), the lemma is proven.

\( \square \)

**Proof of Proposition 7:** Suppose that \( T \) is the space of single-peaked ordinal types and \( S \) the set of local incentive constraints. Let \( u \) be any utility function. As in the proof of Proposition 3, there exists a finite collection of hyperplanes \( K \) whose union contains the boundary of every type in \( T \), and such that if \( t, t' \) are distinct types such that \( (t, t') \notin S \),
and \( w \in \text{cl}(t) \cap \text{cl}(t') \), then some hyperplane in \( K \) passes through \( u \) and \( w \).

Now suppose \( u \in t \) for some \( t \in T \), and let \( t' \in T \) be any other type. We wish to show that \( u \cdot (f(t) - f(t')) \geq 0 \).

By Lemma 8, there is a nonempty open set of types that are good for \( u \), contained in \( t' \). In particular, we can choose a \( v \in t' \) that is good for \( u \) and does not lie on any of the hyperplanes in \( K \). The fact that \( v \) is good for \( u \) means exactly that the segment \([u, v] = \{(1 - \alpha)u + \alpha v \mid \alpha \in [0, 1]\}\) is contained in the union of the closures of types in \( T \).

From here the rest of the proof is a repeat of the argument used to prove Proposition 3; we again see that \( u \cdot (f(t) - f(t')) \geq 0 \).

It should be clear that this same proof applies also to the space of single-troughed ordinal types. (A preference ordering on \( X \) is single-troughed, or single-dipped, if it is the reverse of a single-peaked ordering: for some \( k, i < j \leq k \) or \( i > j \geq k \) imply \( x_i \succ x_j \) [25].)

In addition, single-peaked preferences on a linear ordering of \( X \) can be generalized to single-peaked preferences on a tree [15, 14]. Suppose we are given an (undirected) tree whose vertices are the outcomes in \( X \); then a strict preference ordering \( \succ \) on \( X \) is single-peaked if there exists some \( x \) such that, for all distinct \( y, z \), if \( y \) lies on the path from \( x \) to \( z \) in the tree, then \( y \succ z \). Classical single-peaked preferences are just the special case where the tree is a path. It is straightforward to check that Lemma 8, and so also Proposition 7, can be generalized to the space of single-peaked ordinal types on any given tree. (One can also define single-troughed preferences on a tree in the obvious way, and the results hold there as well.)

### 3.4 Single-crossing preferences

Besides single-peaked preferences, another economically important class of ordinal type spaces is given by single-crossing preferences. These are defined as follows: Fix an ordering \( x_1, \ldots, x_m \) of the elements of \( X \). A sequence \( \succ_1, \ldots, \succ_p \) of distinct strict preference orderings is a single-crossing preference domain if the following holds: whenever \( i < j \) and \( x_j \succ_k x_i \) for some \( k \), we also have \( x_j \succ_l x_i \) for all \( l > k \). Single-crossing ordinal preferences arise in some economic models, such as the redistributive taxation models of Roberts [31] and Meltzer and Richard [28] (see [35] for references to other applications). Just as with single-peaked preferences, preferences coming from any single-crossing domain satisfy a median voter property — the favorite outcome of the voter with the median preference is a Condorcet winner, and the voting scheme that chooses this outcome is dominant-strategy
incentive-compatible. More generally, Saporiti [35] characterizes the voting schemes that are anonymous, unanimous, and dominant-strategy incentive-compatible on a maximal single-crossing preference domain.

For any strict preference ordering ≻ on X, let \( V(\succ) = \{(i, j) \mid i < j, x_j \succ x_i\} \). By definition, a sequence of preference orderings \( \succ_1, \ldots, \succ_p \) is a single-crossing preference domain if and only if \( V(\succ_1) \subseteq V(\succ_2) \subseteq \cdots \subseteq V(\succ_p) \). In fact, these inclusions must all be strict, since any ordering \( \succ \) can be uniquely reconstructed from \( V(\succ) \). Therefore we have \( |V(\succ_1)| < \cdots < |V(\succ_p)| \). Call the domain a successive single-crossing preference domain if \( |V(\succ_{k+1})| = |V(\succ_k)| + 1 \) for each \( k = 1, \ldots, p - 1 \).

Notice that if we are given a single-crossing preference domain that is not successive, we can add more preference orderings to make it successive. For suppose that \( |V(\succ_{k+1})| - |V(\succ_k)| > 1 \) for some \( k \). There must be some two alternatives \( x_i, x_j \) that are ranked consecutively by \( \succ_k \), with \( x_i \succ_k x_j \) but \( x_j \succ_{k+1} x_i \). (Otherwise, \( \succ_{k+1} \) would agree with \( \succ_k \) for every pair of outcomes ranked consecutively by \( \succ_k \), implying \( \succ_{k+1} = \succ_k \).) Therefore \( i < j \), \( (i, j) \notin V(\succ_k) \) and \( (i, j) \in V(\succ_{k+1}) \). By switching the positions of \( x_i \) and \( x_j \) in \( \succ_k \), we get a new ordering \( \succ' \) with \( V(\succ') = V(\succ_k) \cup \{(i, j)\} \), and hence \( V(\succ_k) \subseteq V(\succ') \subseteq V(\succ_{k+1}) \). This means that \( \succ_1, \ldots, \succ_k, \succ', \succ_{k+1}, \ldots, \succ_p \) is again a single-crossing preference domain. Repeatedly filling in gaps in the sequence of values \( |V(\succ_k)| \) in this way, we eventually obtain a successive single-crossing preference domain. In particular, any maximal single-crossing preference domain (the domains studied in [35]) must be successive.

Call an ordinal type space \( T = \{t_1, \ldots, t_p\} \) a successive single-crossing ordinal type space if each \( t_k \) is the ordinal type corresponding to \( \succ_k \), for some successive single-crossing preference domain \( \succ_1, \ldots, \succ_p \). In this case, \( \succ_k \) and \( \succ_{k+1} \) differ by a switch of two consecutive outcomes, for each \( k \), while \( \succ_k \) and \( \succ_1 \) do not for \( |k - l| > 1 \); hence the local incentive constraints are precisely those of the form \( (t_k, t_{k+1}) \) or \( (t_{k+1}, t_k) \). We shall show that on such a type space, the local incentive constraints are sufficient.

The computational complexity implications of sufficiency (as discussed in Subsection 2.2) are not interesting in single-crossing ordinal type spaces, because the total number of types in such a space is at most \( m(m - 1)/2 + 1 \). (This follows from \( 0 \leq |V(\succ_1)| < \cdots < |V(\succ_p)| \leq m(m - 1)/2 \).) So any agent who can calculate the value of the mechanism in polynomial time can simply consider all possible manipulations, and this search also takes polynomial time. On the other hand, it may be independently interesting to know that the local incentive constraints are sufficient, since these incentive constraints are especially parsimonious — each type is explicitly prevented from imitating just two other types.
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Proposition 9 On any successive single-crossing ordinal type space, the local incentive constraints are sufficient.

The strategy of proof is a little different from that used for the previous propositions. Instead of connecting any given utility function \( u \) to any other type \( t' \) by a single line segment and breaking it into short pieces, we find a sequence of parallel line segments, each connecting two consecutive types \( t_k, t_{k+1} \), but such that each segment need not begin where the previous one ended.

**Proof:** Suppose the mechanism \( f \) satisfies the local incentive constraints. Fix any two types \( t_l, t_{l'} \), and let \( u \in t_l \). We wish to show that \( u \cdot (f(t_l) - f(t_{l'})) \geq 0 \). We will show this for \( l' > l \); the proof for \( l' < l \) is similar.

In fact it suffices to show that

\[
u \cdot (f(t_k) - f(t_{k+1})) \geq 0 \quad \text{for} \ k \geq l, \tag{4}
\]

since then we can sum up (4) for \( k = l, l+1, \ldots, l' - 1 \) to obtain \( u \cdot (f(t_l) - f(t_{l'})) \geq 0 \).

So fix \( k \geq l \), and also define \( M = \max_x u(x) - \min_x u(x) \). Write \( V (\succ_{k+1}) \setminus V (\succ_k) = \{(i, j)\} \) by successiveness; then \( i < j \), and \( \succ_k \) ranks \( x_i \) just above \( x_j \). Because \( u \in t_l \) with \( l \leq k \), single-crossing implies that \( u(x_i) > u(x_j) \) also. Let \( v \) be any utility function representing \( \succ_k \) such that \( v(x_i) - v(x_j) < u(x_i) - u(x_j) \), and \( |v(x) - v(y)| > M \) for all distinct outcomes \( x, y \in X \) other than \( x_i \) and \( x_j \). Because \( \succ_k \) ranks \( x_i \) and \( x_j \) consecutively, we can do this. Then, \( v - u \) is consistent with \( \succ_{k+1} \). Check: we have \( v(x_i) - u(x_i) < v(x_j) - u(x_j) \), so that \( v - u \) ranks \( x_i \) below \( x_j \). And for any other pair \( x, y \), we have \( |v(x) - v(y)| > |u(x) - u(y)| \), so \( |v(x) - u(x)| - |v(y) - u(y)| \) has the same sign as \( v(x) - v(y) \). That is, \( v - u \) ranks all pairs of outcomes in the same order as \( v \) does, except \( \{x_i, x_j\} \). Since \( V (\succ_{k+1}) = V (\succ_k) \cup \{i, j\} \), this means that \( v - u \) represents \( \succ_{k+1} \).

So, \( v \in t_k \) and \( v - u \in t_{k+1} \). The local incentive constraints then give

\[
v \cdot (f(t_k) - f(t_{k+1})) \geq 0, \]
\[
[v - u] \cdot (f(t_{k+1}) - f(t_k)) \geq 0.
\]

Adding these two gives exactly (4), and this completes the proof.

The hypothesis of successiveness in Proposition 9 cannot be dropped, even if the set of local incentive constraints is modified in the natural way. That is, it is not the case that, for any single-crossing ordinal type space \( \{t_1, \ldots, t_p\} \) (corresponding to a single-crossing preference domain \( \succ_1, \ldots, \succ_p \)), the set consisting of the incentive constraints \( (t_k, t_{k+1}) \)
and \((t_{k+1}, t_k)\), for \(1 \leq k < p\), is sufficient. For a counterexample, consider the following three orderings:

\[
\succ_1: \quad x_1 \succ_1 x_2 \succ_1 x_3 \succ_1 x_4; \\
\succ_2: \quad x_2 \succ_2 x_1 \succ_2 x_3 \succ_2 x_4; \\
\succ_3: \quad x_4 \succ_3 x_2 \succ_3 x_1 \succ_3 x_3,
\]

and the corresponding ordinal types \(t_1, t_2, t_3\). Let \(f\) be the mechanism mapping the types to lotteries over \((x_1, x_2, x_3, x_4)\) as follows:

\[
f(t_1) = (1/4, 1/4, 1/2, 0); \quad f(t_2) = (0, 1/2, 1/2, 0); \quad f(t_3) = (1/2, 0, 0, 1/2).
\]

Then \(f\) satisfies the incentive constraints \((t_1, t_2), (t_2, t_1), (t_2, t_3), (t_3, t_2)\), but not \((t_1, t_3)\), so it is not fully incentive-compatible.

### 3.5 Mechanisms with monetary transfers

So far we have focused on mechanisms whose result is a lottery over a finite number of outcomes. However, much of the field of mechanism design concerns settings where monetary transfers are available: agents have quasilinear utility in outcomes and money, and a mechanism specifies both an outcome (or lottery over outcomes) and a monetary transfer. This is the case, for example, in much of the literature on auctions and public projects, as well as the screening literature in contract theory. This field is too large to survey here (see [26, ch. 23] for a general introduction), but it seems worthwhile to mention how our ideas apply in this context. In fact, the approach of Subsection 3.1 carries over easily to settings with transfers and quasilinear utility. We will focus on cardinal type spaces, as is standard in this literature.

The definitions of an outcome space and a cardinal type space are as before, but for purposes of this subsection, a mechanism on a type space \(T\) now consists of an ordered pair \((f, p)\), where \(f : T \rightarrow \Delta(X)\) as before, and \(p : T \rightarrow \mathbb{R}\) is a payment function. The interpretation is that when the agent announces type \(u\), he receives the lottery over outcomes \(f(u)\) and also receives the net monetary transfer \(p(u)\). (The monetary transfer may be uncertain, in which case \(p(u)\) is its expected value.) If his true utility function is \(u\) and he announces \(v\), then, the payoff he receives is \(u \cdot f(v) + p(v)\). We therefore say
that the mechanism satisfies the incentive constraint \((u, v)\) if

\[
u \cdot f(u) + p(u) \geq u \cdot f(v) + p(v),
\]

or equivalently

\[
u \cdot (f(u) - f(v)) + (p(u) - p(v)) \geq 0.
\]

As before, a mechanism satisfies a set \(S\) of incentive constraints if it satisfies every constraint in the set. \(S\) is sufficient if every mechanism that satisfies \(S\) is fully incentive-compatible, that is, satisfies every possible constraint \((u, v) \in T \times T\).

In this setting, sets of local incentive constraints are defined as before.

**Proposition 10** In the setting of mechanisms with monetary transfers, on any convex cardinal type space \(T\), any set of local incentive constraints is sufficient.

**Proof:** Let \(S\) be a set of local incentive constraints, and \((f, p)\) a mechanism satisfying \(S\). We wish to show that \(u \cdot (f(u) - f(v)) + (p(u) - p(v)) \geq 0\) for every \(u, v \in T\).

So consider any such \(u, v\). Write \(u_\alpha = (1 - \alpha)u + \alpha v\), for \(\alpha \in [0, 1]\). As in the proof of Proposition 1, we are assured the existence of a finite sequence \(0 = \alpha_0 < \alpha_1 < \cdots < \alpha_k = 1\) with \((u_{\alpha_i}, u_{\alpha_{i+1}}) \in S\) and \((u_{\alpha_{i+1}}, u_{\alpha_i}) \in S\) for each \(i = 0, 1, \ldots, k - 1\). These local incentive constraints then give us

\[
u_{\alpha_i} \cdot (f(u_{\alpha_i}) - f(u_{\alpha_{i+1}})) + (p(u_{\alpha_i}) - p(u_{\alpha_{i+1}})) \geq 0,
\]

\[
u_{\alpha_{i+1}} \cdot (f(u_{\alpha_{i+1}}) - f(u_{\alpha_i})) + (p(u_{\alpha_{i+1}}) - p(u_{\alpha_i})) \geq 0.
\]

Multiplying these two constraints by \(\alpha_{i+1}\) and \(\alpha_i\), respectively, and adding gives

\[
[\alpha_{i+1}u_{\alpha_i} - \alpha_i u_{\alpha_{i+1}}] \cdot (f(u_{\alpha_i}) - f(u_{\alpha_{i+1}})) + (\alpha_{i+1} - \alpha_i)(p(u_{\alpha_i}) - p(u_{\alpha_{i+1}})) \geq 0.
\]

But again, \(\alpha_{i+1}u_{\alpha_i} - \alpha_i u_{\alpha_{i+1}} = (\alpha_{i+1} - \alpha_i)u\), so we have

\[
(\alpha_{i+1} - \alpha_i)u \cdot (f(u_{\alpha_i}) - f(u_{\alpha_{i+1}})) + (\alpha_{i+1} - \alpha_i)(p(u_{\alpha_i}) - p(u_{\alpha_{i+1}})) \geq 0.
\]

Dividing by the positive number \(\alpha_{i+1} - \alpha_i\) now gives

\[
u \cdot (f(u_{\alpha_i}) - f(u_{\alpha_{i+1}})) + (p(u_{\alpha_i}) - p(u_{\alpha_{i+1}})) \geq 0.
\]
Finally, summing over \( i = 0, 1, \ldots, k - 1 \) and telescoping gives

\[
 u \cdot (f(u_{\alpha_0}) - f(u_{\alpha_k})) + (p(u_{\alpha_0}) - p(u_{\alpha_k})) \geq 0,
\]

or more simply put,

\[
 u \cdot (f(u) - f(v)) + (p(u) - p(v)) \geq 0.
\]

\[\square\]

### 3.6 On methods of proof

So far, all of our proofs of sufficiency results have followed the same general method: showing that the linear inequality corresponding to any desired incentive constraint can be obtained by “adding up” the inequalities corresponding to local incentive constraints. It is natural to ask whether or not every sufficiency result can always be proven in this manner. In this subsection, we investigate that question and show that the answer is negative: we give a type space and a set of local incentive constraints that are sufficient, but whose sufficiency cannot be proven by adding up. On the other hand, we will show along the way (Proposition 13) that in cardinal type spaces, when sufficiency can be proven by adding up, the argument essentially must be of the form used to prove Proposition 1, by breaking up a single line segment into pieces. We will also develop tools that will prove useful again in Section 4 when we discuss examples of insufficiency.

We must first be precise about what it means for an incentive constraint to be provable by adding up other constraints. We will again focus on cardinal type spaces for the rest of this subsection. Let \( T \) be a cardinal type space, and let \( S \) be a set of incentive constraints. Let \( \mathbf{1} \) denote the vector in the corresponding space of utility functions, all of whose components are 1, and let \( e_i \) denote the \( i \)th unit vector for \( i = 1, \ldots, m \). For any mechanism \( f \), we have

\[
 \mathbf{1} \cdot f(u) = 1 \quad (5)
\]

for all \( u \in T \), and

\[
 e_i \cdot f(u) \geq 0 \quad (6)
\]

for \( i = 1, \ldots, m \) and all \( u \in T \). If \( f \) satisfies \( S \), then we also have

\[
 u \cdot (f(u) - f(v)) \geq 0 \quad (7)
\]

for each \( (u, v) \in S \).
We say that an incentive constraint \((u^*, v^*) \in T \times T\) is provable from \(S\) by adding up if the inequality
\[
  u^* \cdot (f(u^*) - f(v^*)) \geq 0
\]
can be obtained as a finite linear combination of the equations (5) and inequalities (6), (7), with nonnegative coefficients on the inequalities. That is, \((u^*, v^*)\) is provable from \(S\) by adding up if there exist real numbers
\begin{itemize}
  \item \(a_u\) for \(u \in T\),
  \item \(b_{iu}\) for \(i = 1, \ldots, m, u \in T\), and
  \item \(c_{uv}\) for \((u, v) \in S\),
\end{itemize}
such that all but finitely many of these numbers are zero, all the \(b_{iu}\) and \(c_{uv}\) are nonnegative, and such that adding up \(a_u\) times (5), \(b_{iu}\) times (6), and \(c_{uv}\) times (7) gives (8). (For notational convenience, we will assume \(c_{uv}\) to be defined for all \(u, v \in T\), with \(c_{uv} = 0\) whenever \((u, v) \notin S\).)

We can write out the adding-up conditions explicitly, by comparing coefficients of \(f(u)\), for each \(u \in T\). Assume \(u^* \neq v^*\) (otherwise (8) just reads \(0 = 0\) which is trivially provable by adding up). Then the adding-up condition says that for each \(u\), we have
\[
  a_u 1 + \sum_{i=1}^m b_{iu} e_i + \sum_{v \in T} c_{uv} u - \sum_{v \in T} c_{vu} v = \begin{cases} 
    u^* & \text{if } u = u^* \\
    -u^* & \text{if } u = v^* \\
    0 & \text{otherwise.}
  \end{cases}
\]

Also, for the constant terms, the adding-up condition is simply
\[
  \sum_{u \in T} a_u = 0.\tag{10}
\]

We say that the set \(S\) of incentive constraints implies the incentive constraint \((u^*, v^*) \in T \times T\) if every mechanism that satisfies \(S\) also satisfies \((u^*, v^*)\).

The present question is whether or not, whenever \(S\) implies \((u^*, v^*)\), the constraint \((u^*, v^*)\) must be provable from \(S\) by adding up. When \(S\) is finite, the answer is affirmative:

**Lemma 11** If \(T\) is a cardinal type space and \(S\) a finite set of incentive constraints that implies the incentive constraint \((u^*, v^*)\), then \((u^*, v^*)\) is provable from \(S\) by adding up.
Proof: We may as well assume that \( T \) consists only of the types that appear in constraints of \( S \) and \( u^*, v^* \), since any other types that may exist are irrelevant. Thus, \( T \) is finite. A mechanism \( f \) satisfying \( S \) then consists simply of a choice of \( m \cdot |T| \) real numbers — the components of the \( |T| \) vectors \( f(u) \) for \( u \in T \) — satisfying (5), (6), and also (7) for \( (u, v) \in S \). The hypothesis is that any such numbers must also satisfy (8).

This can be recast as a linear programming statement: for any choice of \( m \cdot |T| \) real numbers satisfying the nonnegativity constraints (6) and the linear equations (5) and inequalities (7), the minimum value of the linear function \( u^* \cdot (f(u^*) - f(v^*)) \) is 0. (Note that this minimum is attained, for example, by any mechanism such that \( f(u) \) is constant across all \( u \).) The duality theorem of linear programming then tells us that (8) is expressible as a linear combination of (5), (6), (7), with nonnegative coefficients on the inequalities. That is, \( (u^*, v^*) \) is provable from \( S \) by adding up. \( \Box \)

In particular, this result implies that on any finite cardinal type space, if some set of incentive constraints is sufficient, then sufficiency can be proven by adding up.

(With a little more work, we could prove an analogue of Lemma 11 for polyhedral type spaces. However, we will not bother to present it here, since our interest in provability by adding up is merely instrumental — no exhaustive investigation is intended.)

To proceed further, it will be helpful to have an alternative, cleaner definition of provability by adding up. Let \( \Pi \subseteq \mathbb{R}^m \) be the hyperplane orthogonal to \( 1 \), and for any \( u \in \mathbb{R}^m \), let \( u^\perp \) denote its orthogonal projection onto \( \Pi \).

Lemma 12 Assume \( u^* \neq v^* \). Then \( (u^*, v^*) \) is provable from \( S \) by adding up if and only if there exist numbers \( c_{uv} \geq 0 \), finitely many of which are nonzero, such that the equation

\[
\sum_{v \in T} c_{uv}u^\perp - \sum_{v \in T} c_{vu}v^\perp = \begin{cases} 
  u^* & \text{if } u = u^* \\
 -u^* & \text{if } u = v^* \\
  0 & \text{otherwise.}
\end{cases}
\]

(11)

holds for each \( u \in T \), and \( c_{uv} = 0 \) unless \( (u, v) \in S \).

Proof: First suppose that \( (u, v) \) is provable from \( S \) by adding up under the original definition; let \( a_u, b_{iu}, c_{uv} \) be the coefficients satisfying (9). By summing (9) over all choices of \( u \) we get \( \sum_u a_u 1 + \sum_i \sum_u b_{iu} e_i = 0 \). (On the left side, each \( c_{uv} \) occurs once with coefficient \( u \) and once with coefficient \( -u \). On the right side, we get one \( u^* \), one \( -u^* \), and all zeroes otherwise.) From (10), this reduces to \( \sum_i \sum_u b_{iu} e_i = 0 \). Since the \( b_{iu} \) are nonnegative, they must all be zero. Once we know this, then, taking (9) and projecting orthogonally onto \( \Pi \) gives (11).
Conversely, suppose there are coefficients $c_{uv}$ satisfying (11). Put $b_{iu} = 0$ for all $i$ and all $u$. Note that (11) implies that for each $u$, the expression
\[
\begin{cases}
\sum_v c_{uv}u - \sum_v c_{vu}v - u^* & (u = u^*) \\
\sum_v c_{uv}u - \sum_v c_{vu}v + u^* & (u = v^*) \\
\sum_v c_{uv}u - \sum_v c_{vu}v & (\text{otherwise})
\end{cases}
\]
must be some multiple of $1$. Choose $a_u$ so that this expression is equal to $-a_u1$. Then it is immediate that (9) is satisfied for each $u$. Moreover, summing (9) across all $u \in T$, the $c_{uv}$ terms cancel as in the previous paragraph, and we are simply left with $\sum_u a_u1 = 0$; hence, with this choice of $a_u$, (10) is satisfied as well. Finally, $a_u \neq 0$ only when $u = u^*, v^*$ or when $c_{uv}$ or $c_{vu}$ is nonzero for some $v$; thus, only finitely many of the $a_u$ are nonzero. Thus, the original definition of provability by adding up is satisfied. \hfill \square

Now we arrive at a result that is crucial in understanding the limits of provability by adding up. For $u^*, v^* \in T$, let $T_{[u^*, v^*]}$ be the set of all types in $T$ that are equivalent to $(1 - \alpha)u^* + \alpha v^*$ for some $\alpha \in [0,1]$, and let
\[
S_{[u^*, v^*]} = \{(u, v) \in S \mid u, v \in T_{[u^*, v^*]}\}.
\]

**Proposition 13** Let $T$ be a cardinal type space and $S$ a set of incentive constraints such that $(u^*, v^*)$ is provable from $S$ by adding up. Assume that $v^*$ is not equivalent to $-u^*$. Then $(u^*, v^*)$ is provable from $S_{[u^*, v^*]}$ by adding up.

This result says that if an incentive constraint $(u^*, v^*)$ can be proved by adding up constraints in $S$, then it can be proved by adding up in a way that only uses types equivalent to convex combinations of $u^*$ and $v^*$ — the kind of argument used to prove Proposition 1.

**Proof:** We may assume that $u^*$ is not indifferent, since otherwise the conclusion is immediate: (11) holds with all $c_{uv}$ equal to 0. We also assume $u^* \neq v^*$; otherwise the conclusion is again trivial.

Let $c_{uv}$ be the coefficients satisfying (11), with $c_{uv} > 0$ only if $(u, v) \in S$. We may as well assume that $T$ consists of only of the (finitely many) types $u$ such that some $c_{uv}$ or $c_{vu}$ is positive, and $S$ consists only of the incentive constraints involving these types — all other types can be ignored.

Now consider any fixed vector $w \in \Pi$ with the following properties:

(i) $w \cdot u^* > 0$;
(ii) \( w \cdot \bar{\nu}^* \geq 0 \);

(iii) if \( u \in T \) and \( w \cdot \bar{\nu} = 0 \), then \( \bar{\nu} = 0 \).

We claim that if \((u, v) \in S\) such that either

(a) \( w \cdot \bar{\nu} > 0 \) and \( w \cdot \bar{\sigma} < 0 \), or

(b) \( w \cdot \bar{\nu} > 0 \) and \( w \cdot \bar{\sigma} = 0 \) and \( v \neq v^* \), or

(c) \( w \cdot \bar{\nu} < 0 \) and \( w \cdot \bar{\sigma} \geq 0 \),

then \( c_{uv} = 0 \).

Proof: Consider any \( u \in T \) such that \( w \cdot \bar{\nu} < 0 \). Take the dot product of \( w \) with (11).

We get
\[
\sum_{v \in T} c_{uv}(w \cdot \bar{\nu}) - \sum_{v \in T} c_{vu}(w \cdot \bar{\sigma}) = 0
\]
(note that \( u \neq u^*, v^* \)). Now sum over all \( u \) such that \( w \cdot \bar{\nu} < 0 \). For each incentive constraint \((u, v) \in S\) such that \( w \cdot \bar{\nu} < 0 \) and \( w \cdot \bar{\sigma} < 0 \), the term \( c_{uv}(w \cdot \bar{\nu}) \) appears once with a + sign and once with a − sign, so these cancel out. The remaining terms give us
\[
\sum_{w \cdot \bar{\nu} < 0; \, w \cdot \bar{\sigma} \geq 0} c_{uv}(w \cdot \bar{\nu}) - \sum_{w \cdot \bar{\nu} < 0; \, w \cdot \bar{\sigma} \geq 0} c_{vu}(w \cdot \bar{\sigma}) = 0.
\]

Since each \( c_{uv} \) is nonnegative, every term in the first sum is \( \leq 0 \) and every term in the second sum is \( \geq 0 \). Hence, every term must be equal to zero. This implies that whenever \( w \cdot \bar{\nu} < 0 \) and \( w \cdot \bar{\sigma} \geq 0 \), \( c_{uv} = 0 \), and when moreover \( w \cdot \bar{\sigma} > 0 \), we also have \( c_{vu} = 0 \).

This covers (a) and (c). For (b), when \( w \cdot \bar{\sigma} = 0 \) and \( v \neq v^* \), (11) for \( v \) gives \( \sum_u c_{vu}\bar{\nu} - \sum_u c_{uv}\bar{\bar{\nu}} = 0 \). Dotting with \( w \) gives \( \sum_u c_{uv}(w \cdot \bar{\nu}) = 0 \) (after canceling). We have already established that \( c_{uv} = 0 \) if \( w \cdot \bar{\nu} < 0 \), so all the terms on the left are nonnegative, and hence they must all be zero. So \( c_{uv} = 0 \) whenever \( w \cdot \bar{\nu} > 0 \).

This proves the claim.

Next, for each \( u, v \in T \), define \( c'_{uv} = c_{uv} \) if \( w \cdot \bar{\nu} \geq 0 \) and \( w \cdot \bar{\sigma} \geq 0 \); and \( c'_{uv} = 0 \) otherwise. Then we again have, for each \( u, v \),
\[
\sum_v c'_{uv}\bar{\nu} - \sum_v c'_{vu}\bar{\nu} = \begin{cases} 
\bar{u}^* & \text{if } u = u^* \\
-\bar{u}^* & \text{if } u = v^* \\
0 & \text{otherwise.}
\end{cases}
\]

(12)
Proof: If \( u \) is such that \( w \cdot \overline{u} < 0 \) then (12) is trivial since both sides are zero. If \( w \cdot \overline{u} > 0 \), then the left side of (12) differs from the left side of (11) by the terms \( c_{uv} \overline{u} \) and \(-c_{vu} \overline{v}\) for \( w \cdot \overline{v} < 0 \). These are all zero, by cases (a) and (c) of the claim, respectively; thus (12) follows from (11). If \( w \cdot \overline{u} = 0 \) and \( u \neq v^* \), then again all the left-hand-side terms of (12) are zero:

- all the \( c'_{uv} \overline{u} \) are zero because \( \overline{u} = 0 \), by condition (iii) on \( w \);
- \( c'_{vu} \overline{v} = 0 \) for \( w \cdot \overline{v} > 0 \) by (b) of the claim;
- \( c'_{vu} \overline{v} = 0 \) for \( w \cdot \overline{v} = 0 \) again by (iii) on \( w \);
- \( c'_{vu} \overline{v} = 0 \) for \( w \cdot \overline{v} < 0 \) by definition of \( c'_{vu} \).

So both sides of (12) are zero, and it again holds.

Thus, (12) is verified for all \( u \) except possibly for \( u = v^* \). But summing (12) over all \( u \in T \) gives the identity \( 0 = 0 \); so if it holds for all \( u \) except \( u = v^* \), it must hold for \( u = v^* \) as well.

At this point, we have shown the following: If we start with coefficients \( c_{uv} \) for which (11) holds, pick any \( w \in \Pi \) satisfying (i)-(iii), and replace \( c_{uv} \) by 0 whenever \( w \cdot \overline{u} < 0 \) or \( w \cdot \overline{v} < 0 \), then (11) still holds.

If we find any finite set of vectors \( w_1, \ldots, w_q \in \Pi \), each satisfying conditions (i)-(iii), and for each \( w_i \) we successively replace \( c_{uv} \) by 0 whenever \( w_i \cdot \overline{u} < 0 \) or \( w_i \cdot \overline{v} < 0 \), then the resulting coefficients will still satisfy (11).

Now let \( T_{[u^*,v^*]^+} \) consist of the types in \( T_{[u^*,v^*]} \) together with all indifferent types (equivalently, all types that are equivalent to \( \alpha u^* + \beta v^* \) for some \( \alpha, \beta \geq 0 \)); and let \( S_{[u^*,v^*]^+} = \{(u,v) \in S \mid u, v \in T_{[u^*,v^*]^+} \} \). We will show that, for any \( u \in T \) that is not in \( T_{[u^*,v^*]^+} \), there is some \( w \in \Pi \) satisfying (i)-(iii) with \( w \cdot \overline{u} < 0 \). If we consider each such \( w \) in turn, and successively replace \( c_{uv} \)'s by 0 as in the previous paragraph, we will be left with coefficients \( c_{uv} \geq 0 \) that still satisfy (11), and such that \( c_{uv} = 0 \) unless \( u, v \in T_{[u^*,v^*]^+} \).

Therefore, we will have shown that \( (u,v) \) is provable from \( S_{[u^*,v^*]^+} \) by adding up.

Thus, consider any \( u \in T \setminus T_{[u^*,v^*]^+} \). We wish to show that there exists \( w \in \Pi \) satisfying (i)-(iii) with \( w \cdot \overline{u} < 0 \). The assumptions that \( v^* \) is not equivalent to \( -u^* \) and \( u^* \) is not indifferent imply that there exists \( w' \in \Pi \) with

\[
  w' \cdot \overline{u} > 0, \quad w' \cdot \overline{v} \geq 0
\]
and the latter inequality holding strictly unless \( \overline{v}^* = 0 \). The assumption \( u \notin T_{[u^*,v^*]}^+ \) implies that \( \overline{u} \) is not a nonnegative combination of \( \overline{u}^* \) and \( \overline{v}^* \); hence there is some \( w'' \in \Pi \) such that
\[
 w'' \cdot \overline{u}^* \geq 0, \quad w'' \cdot \overline{v}^* \geq 0, \quad w'' \cdot \overline{u} < 0.
\]
Taking \( w = w' + \kappa w'' \) for large \( \kappa \) will give (i), (ii), and \( w \cdot \overline{v} < 0 \). Finally, by perturbing \( w \) slightly, we can ensure \( w \cdot v \neq 0 \) for all \( v \in T, v \neq 0 \), without breaking any of the strict inequalities; thus we get (iii) as well.

At this point we have finished showing that \((u^*, v^*)\) is provable from \( S_{[u^*,v^*]}^+ \) by adding up.

If \( v^* \) is indifferent, then \( S_{[u^*,v^*]}^+ = S_{[u^*,v^*]} \) and so we are done. Otherwise, we have to do just a little more work.

Let \( c_{uv} \) now be the coefficients used to prove \((u^*, v^*)\) from \( S_{[u^*,v^*]}^+ \) by adding up (i.e. the coefficients satisfying (11)). Whenever \( \overline{u} = 0 \), we can replace \( c_{uv} \) by 0 without affecting the validity of (11) (since \( c_{uv} \) only ever appears as part of the product \( c_{uv} \overline{u} \)). So we may assume \( c_{uv} = 0 \) whenever \( u \) is indifferent.

Since \( u^*, v^* \) are both non-indifferent and \( v^* \) is not equivalent to \(-u^*\), we can find \( w \in \Pi \) such that \( w \cdot \overline{u^*} > 0 \) and \( w \cdot \overline{v^*} > 0 \). Thus, for any element of \( T_{[u^*,v^*]}^+ \) that is not indifferent, its projection has positive dot product with \( w \).

Now for any indifferent \( u \), taking (11) and dotting with \( w \) gives \(-\sum_v c_{vu} (w \cdot \overline{v}) = 0 \). Each term in the sum is nonnegative, so they must all be zero. Hence \( c_{vu} = 0 \) whenever \( \overline{v} \) has positive dot product with \( w \); and the remaining \( v \in T_{[u^*,v^*]}^+ \) are indifferent, so \( c_{vu} = 0 \) for them too by assumption. Thus, if \( u \) is indifferent then \( c_{uv}, c_{vu} = 0 \) for all \( v \).

But this means that (11) holds with \( c_{uv} \) zero unless \( u, v \in S_{[u^*,v^*]} \), so in fact \((u^*, v^*)\) is provable from \( S_{[u^*,v^*]} \) by adding up.

\[ \square \]

Proposition 13 will be useful because it provides a tool to show that a constraint is not provable by adding up: \((u^*, v^*)\) cannot be provable by adding up unless it is provable in a very specific such way.

With this tool, we can carry out the promise made at the beginning of this subsection — to give an example of a type space and a set of local incentive constraints that are sufficient, but whose sufficiency cannot be proven by adding up. We will actually do something stronger, by giving a type space such that any set of local incentive constraints is sufficient, yet there exist fairly large such sets whose sufficiency cannot be proven by adding up.
Let $X$ have four elements, and let $w$ be some utility function on $X$ that is not indifferent. Let $T_w$ be the set of all cardinal types that are either indifferent or equivalent to $w$, and let $T = \mathbb{R}^4 \setminus T_w$ be the set of cardinal types not in $T_w$. Say that two types $u, v \in T$ are $T_w$-opposed if there exists $\alpha \in (0, 1)$ such that $(1 - \alpha)u + \alpha v \in T_w$. Let $S$ be any set of local incentive constraints such that if $u$ and $v$ are $T_w$-opposed, then $(u, v) \notin S$.

This requirement on $S$ can be easily satisfied. Indeed, if for each $u \in T$ we start with any neighborhood $N_u$, let $d(u, T_w) > 0$ be the Euclidean distance from $u$ to $T_w$. Then the set $N'_u = \{v \in N_u \mid d(u, v) < d(u, T_w)\}$ is again an open neighborhood of $u$, not containing any types $T_w$-opposed to $u$. So $S = \{(u, v) \mid u \in N'_v \text{ or } v \in N'_u\}$ is a set of local incentive constraints as above.

**Proposition 14** With $T, S$ as above, $S$ is sufficient. However, if we choose $u^*, v^* \in T$ that are $T_w$-opposed, with $u^*$ not equivalent to $-v^*$, then $(u^*, v^*)$ is not provable from $S$ by adding up.

**Proof:** First we show that $S$ is sufficient. Let $f$ be any mechanism that satisfies $S$. For any possible incentive constraint $(u, v)$, if $u$ and $v$ are not $T_w$-opposed, then the entire line segment from $u$ to $v$ is contained in $T$. Therefore, exactly the same argument as in the proof of Proposition 1 shows that $f$ satisfies $(u, v)$.

So we need only deal with the case where $u, v$ are $T_w$-opposed. In this case, notice that we can choose $u_i \in T$ arbitrarily close to $(u + v)/2$ such that $u_i$ is not $T_w$-opposed to either $u$ or $v$. (Any type $T_w$-opposed to $u$ must lie on the hyperplane $\Pi_{uw}$ generated by $u, w, 1$. Similarly, any type $T_w$-opposed to $v$ must lie on the hyperplane generated by $v, w, 1$, which is again $\Pi_{uw}$. There are types arbitrarily close to $(u + v)/2$ not lying on this hyperplane.) For any such $u_i$, then, we have already shown that $f$ satisfies the constraints $(u, u_i), (v, u_i), (u_i, v)$; that is:

\begin{align}
    u \cdot (f(u) - f(u_i)) &\geq 0, \quad (13) \\
v \cdot (f(v) - f(u_i)) &\geq 0, \quad (14) \\
u_i \cdot (f(u_i) - f(v)) &\geq 0. \quad (15)
\end{align}

So we can choose a sequence of types $u_1, u_2, \ldots$ in $T$ with $u_i \to (u + v)/2$, such that (13)-(15) are satisfied for each $u_i$. Moreover, because the image of $f$ is contained in the compact set $\Delta(X)$, we may assume by passing to a subsequence that $f(u_i)$ converges to
some limit $f^*$. Then, taking limits, we get

$$u \cdot (f(u) - f^*) \geq 0,$$  
(16)

$$v \cdot (f(v) - f^*) \geq 0,$$  
(17)

$$\frac{u + v}{2} \cdot (f^* - f(v)) \geq 0.$$  
(18)

Adding (16), (17), and twice (18) gives

$$u \cdot (f(u) - f(v)) \geq 0$$

so $f$ satisfies the constraint $(u, v)$.

This shows that $S$ is sufficient.

It remains to prove that if $u^*, v^* \in T$ are $T_w$-opposed, and $u^*$ is not equivalent to $-v^*$, then $(u^*, v^*)$ is not provable from $S$ by adding up. By Proposition 13, if $(u^*, v^*)$ were provable from $S$ by adding up, then it would be provable from $S_{[u^*, v^*]}$ by adding up. So it suffices to show that the latter is not the case.

For any $\alpha \in [0, 1]$, let $u_\alpha = (1 - \alpha)u^* + \alpha v^*$. Let $\alpha^* \in (0, 1)$ be such that $u_{\alpha^*} \in T_w$. Notice that if $u, v$ are equivalent to $u_\alpha, u_\beta$ respectively, and $(u, v) \in S$, then $\alpha, \beta$ are either both less than $\alpha^*$ or both greater than $\alpha^*$: otherwise $u, v$ are $T_w$-opposed.

Suppose that $(u^*, v^*)$ is provable from $S_{[u^*, v^*]}$ by adding up. Let $c_{uv}$ be the coefficients that satisfy (11). Let $T_{<}$ be the set of types in $S_{[u^*, v^*]}$ that are equivalent to some $u_\alpha$ for $\alpha < \alpha^*$. The observation of the previous paragraph implies that if $c_{uv} > 0$, and one of $u, v$ is in $T_{<}$, then the other is as well.

Sum up (11) over all $u \in T_{<}$. The $c_{uv}u$ terms on the left side appear in pairs of opposite sign, which cancel; thus we are left with $0 = \overline{u^*}$. Since $u^* \in T$ cannot be indifferent, we have a contradiction. □

4 Insufficiency results

The previous section offered numerous examples of type spaces on which local incentive constraints are sufficient. This naturally raises the question of whether there are important cases where local incentive constraints are insufficient. In this section we discuss such cases. First, we show that on some cardinal type spaces — roughly, those which violate convexity in a strong enough way — there are mechanisms that are locally incentive-compatible but not fully incentive-compatible, and moreover one can construct
such mechanisms so that they satisfy most of the possible incentive constraints. Second, we consider the particular case of dichotomous preferences, and show that no incomplete set of incentive constraints is sufficient to ensure full incentive-compatibility unless it is very close to being complete. After presenting these cases, we discuss the potential implications of insufficiency results (or lack thereof) for a mechanism designer.

4.1 Cardinal type spaces

In Subsection 3.1, we showed that on any convex cardinal type space, any set of local incentive constraints was sufficient. In this subsection, we show that if convexity is violated in a strong enough way, then this ceases to be true. Our result is not a full converse to Corollary 2; we do not have an exact characterization of the cardinal type spaces $T$ for which every set of local incentive constraints is sufficient.

In the space $\mathbb{R}^m$, let $\Pi$ be the subspace \{\(u \mid \sum_x u(x) = 0\)\} (as in Subsection 3.6). Let a fair open half-space be a set of the form $H = \{u \mid u \cdot \lambda > 0\}$ for some nonzero $\lambda \in \Pi$. Say that a cardinal type space $T$ is fairly separated if there is some fair open half-space $H$ such that the set $T \cap H$ is not connected.

Our main result here is:

**Proposition 15** Let $T$ be a cardinal type space that is fairly separated. Then there exists a set of local incentive constraints that is not sufficient.

Fair separatedness certainly implies nonconvexity: if $T$ were convex, then for any fair open half-space $H$, $T \cap H$ would be convex and so connected; so $T$ could not be fairly separated. Thus fair separatedness is at least logically a strengthening of nonconvexity.

To further explain the relationship between the two concepts, a little graphical intuition is in order.

For concreteness, suppose $X$ has four elements. Any utility function $u$ is equivalent to its orthogonal projection onto $\Pi$; this effectively reduces the set of possible utility functions to the three-dimensional space $\Pi$. Moreover, by rescaling by a constant, we can reduce every utility function to lie on the unit sphere in $\Pi$, except for the one at the origin. Thus we can think of the unit sphere, together with the origin, as representing all utility functions, up to equivalence. This sphere is illustrated in Figure 3. Then, the upper hemisphere, whose boundary is shown dashed in the figure, corresponds to a fair open half-space. If $T$ contains the types labeled $u$ and $v$, but does not contain any type along the thick arc (or any type equivalent to it), then $T$ is fairly separated, hence there are local incentive constraints that are not sufficient.
Notice that if we knew only that $T$ contained $u$ and $v$ but not $w$ (or any equivalent type), then $T$ would be nonconvex. This is not enough to ensure that there are local incentive constraints that are insufficient — this is exactly the example in Proposition 14. On the other hand, if $T$ excludes the whole arc, rather than just one point, then that is enough, by Proposition 15. This is why we think of fair separatedness as a strengthening of nonconvexity.\footnote{The reader might wonder whether four outcomes are really needed to illustrate fair separatedness. One can construct examples with two or three outcomes. But it would arguably be natural to restrict attention to type spaces $T$ that are \emph{regular} in the following sense: if $u \in T$, then any type equivalent to $u$ is also in $T$. For regular type spaces, fair separatedness is equivalent to nonconvexity (aside from inclusion of indifferent types) unless there are at least four outcomes.}

Fair separatedness might not seem like a natural condition on a type space, so we give one important example. We have already discussed single-peaked ordinal types, in Subsection 3.3. Consider now single-peaked cardinal types, and allow indifferences (if we do not allow indifferences then the type space is clearly disconnected). Then single-peakedness becomes equivalent to quasiconcavity. That is, let $x_1, \ldots, x_m$ be the elements of $X$ in a fixed order, and suppose $m \geq 3$. A utility function $u$ on $X$ is quasiconcave if there is some $k$ such that whenever $i < j \leq k$ or $i > j \geq k$, we have $u(x_j) \geq u(x_i)$. Let $T$ be the cardinal type space consisting of all quasiconcave utility functions.

Then $T$ is fairly separated. For example, take any $1 \leq i < j < k \leq m$, and let $H = \{u \mid u(x_i) - 2u(x_j) + u(x_k) > 0\}$. If $u \in T \cap H$, then either $u(x_i) > u(x_j)$ or $u(x_k) > u(x_j)$. So $\{u \in T \cap H \mid u(x_i) > u(x_j)\}$ and $\{u \in T \cap H \mid u(x_k) > u(x_j)\}$ are two open, nonempty subsets of $T \cap H$, whose union is all of $T \cap H$, and whose intersection is
empty (any \( u \) satisfying both inequalities would violate quasiconcavity). Hence, \( T \cap H \) is not connected.

**Proof of Proposition 15:** Let \( H = \{ u \mid u \cdot \lambda > 0 \} \) with \( \sum_x \lambda_x = 0 \). Notice first that there are lotteries \( L, L' \) on \( X \) such that \( H = \{ u \mid u \cdot L > u \cdot L' \} \). Indeed, let \( L \) be any lottery with full support, and let \( L' = L - \delta \lambda \), where \( \delta > 0 \) is chosen small enough so that all components of \( L' \) are still positive. Since \( \sum_x \lambda_x = 0 \), \( L' \) is again a lottery, and \( u \cdot L > u \cdot L' \) if and only if \( u \cdot \lambda > 0 \).

Now write \( T \cap H = T_a \cup T_b \), where \( T_a, T_b \) are open, disjoint, and nonempty. Consider the following mechanism:

- \( f(u) = L \) if \( u \in T_a \);
- \( f(u) = L' \) otherwise.

Let \( S \) contain all incentive constraints \((u, v)\) such that

- \( u \in T \setminus T_b \) and \( v \in T \); or
- \( u \in T_b \) and \( v \in T \setminus T_a \).

These are local incentive constraints. If \( u \in T_a \), then \( T_a \) is a neighborhood of \( u \) and \((u, v), (v, u) \in S \) for all \( v \in T_a \). If \( u \in T_b \), then similarly for \( T_b \). And otherwise, \( u \in T \setminus H \), and then \((u, v), (v, u) \in S \) for any \( v \in T \) whatsoever.

And \( f \) satisfies the incentive constraints \( S \). Indeed, the image of \( f \) is \( \{ L, L' \} \). If \( u \in T_a \) then \( f(u) = L \), and if \( u \in T \setminus H \), then \( f(u) = L' \); either way, \( f(u) \) is (weakly) preferred by \( u \) to the other possible value of \( f \), so \( u \cdot (f(u) - f(v)) \geq 0 \) for any \( v \in T \). If \( u \in T_b \) and \( v \in T \setminus T_a \), then \( f(u) = f(v) = L' \) so that \( u \cdot (f(u) - f(v)) = 0 \).

Finally, \( f \) is not fully incentive-compatible: choose \( u \in T_b, v \in T_a \), and then \( f(u) = L', f(v) = L \), and \( u \cdot (f(u) - f(v)) < 0 \). Thus, the incentive constraints \( S \) are not sufficient. \( \Box \)

In the proof of this proposition, the set \( S \) constructed consists of all possible incentive constraints except those of the form \((u, v)\) where \( u \in T_b \) and \( v \in T_a \). Depending on the situation, this may be a fairly large set. But it may not be large enough, and a mechanism designer interested in understanding locally incentive-compatible mechanisms might be concerned that an agent would consider manipulations outside this set (that is, an agent whose true utility function is in \( T_b \) would consider misreporting as some type in \( T_a \)). We indicate now how one can construct mechanisms that satisfy a larger set of incentive
constraints, but still are not fully incentive-compatible. The point is that the conclusion of Proposition 15 is fairly robust to the choice of local incentive constraints.

For any $\epsilon \geq 0$, let $B_\Pi(0, \epsilon)$ be the closed ball of radius $\epsilon$ about the origin in $\Pi$ (under the Euclidean distance in $\mathbb{R}^m$). Similarly, for any lottery $L$, let $B_{\Delta(X)}(L, \epsilon)$ be the closed ball of radius $\epsilon$ about $L$ in $\Delta(X)$.

For any utility function $u$, let $\hat{u}$ denote the point of $B_\Pi(0, 1)$ whose dot product with $u$ is highest. (This is the same as the point on the sphere in Figure 3 corresponding to $u$. $\hat{u}$ is uniquely defined, unless $u$ is indifferent, in which case we let $\hat{u} = 0$.) For any lottery $L$ and any $\epsilon$, then, $L + \epsilon \hat{u}$ is the point of $B_{\Delta(X)}(L, \epsilon)$ preferred by the utility function $u$, as long as this point belongs to $\Delta(X)$.

Now, as in the preceding proof, write $T \cap H = T_a \cup T_b$, and let lotteries $L, L'$ with full support satisfy $L' = L - \delta \lambda$. For $\epsilon \geq 0$, define the mechanism $f$ on $T$ as follows:

- if $u \in T_a$, then $f(u) = L + \epsilon \hat{u}$;
- otherwise, $f(u) = L' + \epsilon \hat{u}$.

As long as $\delta, \epsilon$ are small enough, these values are actual lotteries (none of the probabilities specified are negative). When $\epsilon = 0$ we recover the mechanism defined in the proof above.

It is straightforward to check that, for any $\delta, \epsilon > 0$, this $f$ still satisfies all the incentive constraints in $S = ((T \setminus T_b) \times T) \cup (T_b \times (T \setminus T_a))$. The essential ingredient is the fact that $u \cdot (\hat{u} - \hat{v}) \geq 0$ for any $v$. So $f$ is locally incentive-compatible, and in fact the only incentive constraints it can fail to satisfy are those of the form $(u, v)$ with $u \in T_b, v \in T_a$. In this case, $f(u) - f(v) = -\delta \lambda + \epsilon (\hat{u} - \hat{v})$, so we see that $u \cdot (f(u) - f(v)) \geq 0$ is equivalent to

$$\frac{u \cdot \hat{u} - u \cdot \hat{v}}{u \cdot \lambda} \geq \frac{\delta}{\epsilon}. \quad (19)$$

Let $R(u, v)$ denote the left-hand side of (19). Then suppose the small positive numbers $\epsilon, \delta$ are chosen so that $\delta/\epsilon$ is appropriately small. Specifically, suppose $\delta/\epsilon$ is close to, but larger than, $\inf_{u \in T_b, v \in T_a} R(u, v)$. Then most pairs $(u, v)$ will satisfy (19). That is, $f$ will satisfy most of the incentive constraints $(u, v)$, with $u \in T_b, v \in T_a$, and all incentive constraints not of this form, but it will still not be fully incentive-compatible.

### 4.2 Dichotomous preferences

If $T$ is a finite cardinal type space (with more than one element), then it is certainly disconnected. In this case, local incentive constraints as we have defined them are uninteresting (the trivial constraints $\{(u, u) | u \in T\}$ qualify as local); on the other hand, the
methods above show us how to construct fairly large sets of incentive constraints that are not sufficient. In fact, however, we can get stronger results. Suppose $u, v \in T$ are distinct types such that $u$ is not indifferent nor equivalent to $-v$. By Propositions 11 and 13, if $S$ is any set of incentive constraints that implies $(u, v)$, then in fact $(u, v)$ is provable from $S_{[u,v]}$ by adding up. On the other hand, $(u, v)$ is not provable from $\{(u, u), (v, v), (v, u)\}$ by adding up (this is easy to check). If there are no types in $T_{[u,v]}$ other than $u$ and $v$ themselves, and $(u, v) \notin S$, then $S_{[u,v]} \subseteq \{(u, u), (v, v), (v, u)\}$. So $(u, v)$ cannot be proven from $S_{[u,v]}$ by adding up.

The conclusion from this is that, if $T$ contains no types equivalent to convex combinations of $u, v$ except for $u, v$ themselves, and $u$ is neither indifferent nor equivalent to $-v$, then $S$ cannot be sufficient unless it contains the constraint $(u, v)$. So, on finite cardinal type spaces, a set $S$ of incentive constraints typically needs to contain most of the possible constraints in $T \times T$ in order to be sufficient.

In the present subsection we further expand on this observation for a particular finite cardinal type space that has received much attention in mechanism design. The type space of dichotomous preferences (over a fixed outcome space $X$) is the cardinal type space consisting of all utility functions $u$ such that $u(x) \in \{0, 1\}$ for all $x \in X$. For an agent with such a utility function, each outcome is either acceptable or unacceptable; there are no further grades of preference. Dichotomous preferences may arise, for example, for workers scheduling a meeting (for each possible time, any given worker is either able or unable to attend); they also arise in organ transplantation (each donor is compatible or incompatible with a given recipient). Bogomolnaia, Moulin, and Stong [11] thoroughly explore the general social choice problem with dichotomous preferences; matching mechanisms for dichotomous preferences are studied by Bogomolnaia and Moulin [10] and Roth, Sönmez, and Ünver [34].

Continuing to abuse notation, we can identify types in this space with subsets of $X$: the utility function $u$ is identified with the set $\{x \mid u(x) = 1\}$. A mechanism then maps subsets of $X$ into lotteries over $X$; an incentive constraint is an ordered pair of subsets of $X$.

There are several situations where an incentive constraint can be implied by a combination of other constraints. For example, the incentive constraints $(\emptyset, Y)$ and $(X, Y)$ are always satisfied by any mechanism (because the utility functions corresponding to $\emptyset$ and $X$ are both indifferent among all outcomes). For a less trivial example, suppose $Y, Z \subseteq X$ with $Y \cap Z = \emptyset$. Then, if a mechanism satisfies the incentive constraints $(Y, Y \cup Z)$, $(Z, Y \cup Z)$, and $(Y \cup Z, Z)$, it must also satisfy $(Y, Z)$. This is easily shown by the usual
adding-up argument from the proof of Proposition 1, noting that the utility function \( Y \cup Z \) is equivalent to \((Y + Z)/2\). Similarly, if \( Y \cup Z = X \), then any mechanism that satisfies \((Y, Y \cap Z), (Z, Y \cap Z), \) and \((Y \cap Z, Z)\) must also satisfy \((Y, Z)\).

However, these are exceptional cases: most incentive constraints are not implied by any combination of other incentive constraints. This is immediate from the discussion at the beginning of this subsection, but let us give a full, explicit statement.

**Proposition 16** Suppose that \( T \) is the type space of dichotomous preferences over \( X \), and \( S \) is a set of incentive constraints. Suppose \( Y, Z \subseteq X \) with \((Y, Z) \notin S\), and suppose that \( Y \neq Z \), \( Y \cap Z \neq \emptyset \) and \( Y \cup Z \neq X \). Then, there exists a mechanism \( f \) satisfying \( S \) but not satisfying the incentive constraint \((Y, Z)\). In particular, \( S \) is not sufficient.

**Proof:** If \( S \) implies \((Y, Z)\), then by Proposition 11, \((Y, Z)\) is provable from \( S \) by adding up. The hypotheses ensure that Proposition 13 applies, so in fact \((Y, Z)\) is provable from \( S_{[Y,Z]} \) by adding up. However, there is no type in \( T \) equivalent to \((1 - \alpha)Y + \alpha Z\) for any \( \alpha \in (0,1) \), since any such convex combination is a utility function with at least three distinct values (namely 0 on any outcome in \( X \setminus (Y \cup Z) \), 1 on any outcome in \( Y \cap Z \), and \( \alpha \) or \( 1 - \alpha \) on any outcome in \( Y \setminus Z \) or \( Z \setminus Y \)), but utility functions in \( T \) can only have two distinct values. So the only types in \( T_{[Y,Z]} \) must be equivalent to \( Y \) or \( Z \). Since \( Y \) and \( Z \) are not equal to \( \emptyset \) or \( X \), the only such types are \( Y, Z \) themselves. Hence \( S_{[Y,Z]} \subseteq \{(Y,Y), (Z,Z), (Z,Y)\} \). It is easy to check that \((Y, Z)\) is not provable from such a set by adding up. So we have a contradiction, and in fact \( S \) cannot imply \((Y, Z)\). \( \Box \)

When \( X \) is large, almost all of the possible incentive constraints \((Y, Z)\) satisfy the conditions \( Y \neq Z, Y \cap Z \neq \emptyset, Y \cup Z \neq X \) of the proposition. More specifically, of the \( 4^m \) incentive constraints one could write down (one for each of the \( 2^m \) possible choices of \( Y \) and \( 2^m \) possible choices of \( Z \)), only \( 2 \cdot 3^m - 2 \) violate the conditions, and \((2 \cdot 3^m - 2)/4^m \to 0 \) as \( m \to \infty \). Thus, Proposition 16 implies that, in order to be sufficient, the set \( S \) must contain most of the possible incentive constraints.

At this point we turn to considering whether our results apply to deterministic mechanisms. In Section 3, there was no need to consider deterministic mechanisms separately: the sufficiency results held for all probabilistic mechanisms, so they automatically applied to deterministic mechanisms. With our insufficiency results, however, it may be that some set of constraints is not sufficient for probabilistic mechanisms but still sufficient for deterministic mechanisms. (We raise the issue only now, not in Subsection 4.1, because the present type spaces are specific enough to give concrete results.)
In our setting of dichotomous preferences, a deterministic mechanism is one for which \( f(Y) \) is a degenerate lottery for all \( Y \). Taking a notational shortcut once again, we now think of \( f(Y) \) as an element of \( X \). We call a set of incentive constraints \( S \) sufficient for deterministic mechanisms if every deterministic mechanism that satisfies \( S \) is fully incentive-compatible. Notice that an incentive constraint \((Y, Y')\) is satisfied unless \( f(Y) \notin Y \) and \( f(Y') \in Y \).

Our first observation on deterministic mechanisms is that the lesson of Proposition 16 does not apply: there are sets of incentive constraints that are sufficient for deterministic mechanisms and are relatively sparse. More precisely, there exists a sufficient set \( S_m \) of incentive constraints when \(|X| = m\), such that \(|S_m|/4^m \to 0 \) as \( m \to \infty \).

Proposition 17 Suppose that \( T \) is the type space of dichotomous preferences over \( X \). Let \( S \) be a set of incentive constraints such that

- for every \( Y \subseteq X \) with \(|Y| \geq 2\), and every \( x \in Y \), there exists a proper subset \( Y' \) of \( Y \), containing \( x \), such that \((Y, Y') \in S\);

- for every \( Y \subseteq X \) with \(|Y| = 1\), and every \( Y' \subseteq X \), \((Y, Y') \in S\).

Then \( S \) is sufficient for deterministic mechanisms.

Proof: Let \( f \) be a deterministic mechanism satisfying the incentive constraints \( S \). For all \( Y \), either \( f(Y) \in Y \), or \( f(Y) \notin Y \). Call \( Y \) pleased in the former case and displeased in the latter. Suppose that \( f \) fails to satisfy some incentive constraint \((Z, Z') \notin S \). So \( Z \) is displeased, whereas \( f(Z') \in Z \).

Now let \( Y \) be a minimal displeased set containing \( f(Z') \). (Some such displeased set exists, namely \( Z \).) If \(|Y| \geq 2\), then by hypothesis there is some proper subset \( Y' \subset Y \) with \( f(Z') \in Y' \) such that \((Y, Y') \in S \). By minimality, \( Y' \) is pleased: \( f(Y') \in Y' \subset Y \). But since \( f(Y) \notin Y \), then, \( f \) violates the incentive constraint \((Y, Y') \), a contradiction.

If on the other hand \(|Y| = 1\), then \( Y = \{f(Z')\} \). Now \( f(Y) \notin Y \) (because \( Y \) is displeased) but \( f(Z') \in Y \), so \( f \) violates the incentive constraint \((Y, Z') \in S \), again a contradiction.

On the other hand, the set of incentive constraints cannot be made too sparse without losing sufficiency:

Proposition 18 Suppose that \( T \) is the type space of dichotomous preferences over \( X \). Let \( x \in X \), and let \( Z \) be any set containing \( x \) and not equal to \( \{x\} \). If \( S \) is a set of incentive constraints such that \((\{x\}, Z) \notin S \), then there exists a deterministic mechanism
satisfying $S$ but not satisfying the constraint ($\{x\}, Z$). In particular, $S$ is not sufficient for deterministic mechanisms.

This proposition in particular implies that, for deterministic mechanisms over dichotomous type spaces, the manipulation procedure described in Subsection 2.2 does not apply. Suppose we are designing a mechanism for an agent, and we predict that if the agent’s true type is $\{x\}$, then he will contemplate only misreports in some known set; this set may vary with the number $m$ of outcomes but its size is bounded by a polynomial in $m$. Then there are deterministic mechanisms that are not fully incentive-compatible but that the agent will nonetheless fail to manipulate, for large enough $m$. (Note that this only shows that naive trial-and-error manipulation fails. Any given mechanism may still be easy to manipulate by other algorithms.)

**Proof:** We give a construction. Define $f$ as follows:

- $f(\{x\})$ is any element of $X$ other than $x$;
- $f(Z) = x$;
- $f(\emptyset)$ is any element of $X$ other than $x$;
- for any other $Y$, $f(Y)$ is an arbitrary element of $Y$ distinct from $x$.

Using the terminology from the proof of Proposition 17, every set is pleased except for $\{x\}$ and $\emptyset$. Therefore, $f$ satisfies every possible incentive constraint $(Y, Y')$ except possibly when $Y = \{x\}$ or $Y = \emptyset$. If $Y = \emptyset$, then $f(Y') \notin Y$ for all $Y'$, so $(Y, Y')$ is again satisfied. Finally, if $Y = \{x\}$, then by construction $f(Y') \notin Y$ unless $Y' = Z$. So $f$ fails to satisfy the incentive constraint $(\{x\}, Z)$, but it satisfies every other possible incentive constraint.

\[\square\]

We can reach the following conclusions for deterministic mechanisms on dichotomous type spaces. The strong insufficiency result for probabilistic mechanisms (Proposition 16) no longer holds; a set $S$ of incentive constraints can be sufficient for full incentive-compatibility without needing to contain most of the incentive constraints in $T \times T$. On the other hand, if we specify that every single agent type can only consider a small number of misreports, i.e. for each $Y$ there are a small number of $Y'$ such that $(Y, Y') \in S$, then we once again get that $S$ is not sufficient.
4.3 Implications of insufficiency

To put our insufficiency results more fully into context, we now return to our main motivating question: Can one get around impossibility results such as the Gibbard-Satterthwaite theorem by substituting local incentive-compatibility conditions in place of full incentive-compatibility? For type spaces where local incentive constraints are sufficient, the answer is definitively no. However, when local incentive constraints are insufficient, the answer may or may not be yes.

We illustrate with a simple example, voting rules. For simplicity we restrict attention to deterministic mechanisms in this discussion. Suppose that $X$ consists of $m \geq 4$ outcomes, and $T$ is the full ordinal type space. Suppose there are $n \geq 2$ agents. A voting rule is a function $f : T^n \to X$, specifying a single outcome for each profile of the agents’ preferences. As in the discussion at the end of Subsection 2.1, we say that a voting rule satisfies a set $S$ of incentive constraints if, for each agent $i$, each constraint $(t_i, t'_i) \in S$ and each profile $t_{-i}$ of types of the other agents, $t_i$ weakly prefers $f(t_i, t_{-i})$ over $f(t'_i, t_{-i})$. We also say that the voting rule is anonymous if, for all types $t_1, \ldots, t_n \in T$ and every permutation $\pi$ of the agents $1, \ldots, n$, we have $f(t_1, \ldots, t_n) = f(t_{\pi(1)}, \ldots, t_{\pi(n)})$. The voting rule is dictatorial if there exists some fixed agent $i$ such that $f(t_1, \ldots, t_n)$ equals the outcome ranked highest by $t_i$, for all $t_1, \ldots, t_n$. It is unanimous if, whenever all types $t_1, \ldots, t_n$ have the same top-ranked outcome $x$, then $f(t_1, \ldots, t_n) = x$.

Let $S = T \times T$ be the full set of incentive constraints. Then one statement of the Gibbard-Satterthwaite theorem [19, 36] in this context is as follows:

**Proposition 19** Let $f$ be a unanimous voting rule that satisfies $S$. Then $f$ is dictatorial.

A slightly weaker statement is:

**Proposition 20** Let $f$ be a unanimous voting rule that satisfies $S$. Then $f$ is not anonymous.

What happens when we replace $S$ by some insufficient set of incentive constraints? Consider the set $S'$ consisting of all constraints $(t, t')$ such that $t$ and $t'$ have the same bottom-ranked outcome. This set is insufficient for deterministic mechanisms (for example, it is satisfied by the one-agent mechanism that assigns each type its bottom-ranked outcome). If we replace $S$ by $S'$, then Proposition 19 no longer holds, but Proposition 20 does still hold.

To see that Proposition 19 is overturned, just consider any voting rule that chooses a different dictator depending on the agents’ bottom choices. For example, for some fixed
Let \( x \in X \), let \( f(t_1, \ldots, t_n) \) be \( t_1 \)'s top-ranked outcome if \( x \) is bottom-ranked by \( t_1 \), and otherwise let it be \( t_2 \)'s top-ranked outcome. This is unanimous, satisfies \( S' \) (because each agent cannot change the identity of the dictator without changing her bottom-ranked outcome), and is not dictatorial.

To see that Proposition 20 still holds, just fix any \( x \in X \) and restrict attention to the type profiles at which \( x \) is every agent’s bottom-ranked outcome.

More precisely: Let \( f \) be unanimous and satisfy \( S' \). If all agents rank \( x \) bottom, then \( f \) cannot choose the outcome \( x \). To see this, suppose there does exist some profile where all agents rank \( x \) at the bottom, yet \( f \) chooses \( x \). Fix an outcome \( y \in X \) distinct from \( x \), and consider such a profile for which the number of agents ranking \( y \) at the top is maximal. There must be some agent \( i \) whose type \( t_i \) does not rank \( y \) at the top, since otherwise \( f \) would choose \( y \), by unanimity. But then, if \( i \) instead reported a type \( t'_i \) ranking \( y \) at the top and \( x \) at the bottom, the outcome would not be \( x \) (by maximality). This means that \( f \) violates the incentive constraint \((t_i, t'_i) \in S'\), a contradiction.

So, let \( \tilde{X} = X \setminus \{x\} \) and \( \tilde{T} \) be the full ordinal type space on \( \tilde{X} \), and let \( \tilde{S} = \tilde{T} \times \tilde{T} \). We can define a voting rule \( \tilde{f} : \tilde{T}^n \rightarrow \tilde{X} \), simply by appending \( x \) to the bottom of each agent’s preference ranking and applying \( f \). The previous paragraph ensures that the image of \( \tilde{f} \) is contained in \( \tilde{X} \). Because \( f \) is unanimous, so is \( \tilde{f} \); because \( f \) satisfies \( S' \), \( \tilde{f} \) satisfies \( \tilde{S} \). So by the Gibbard-Satterthwaite theorem, \( \tilde{f} \) is dictatorial, and in particular it cannot be anonymous. This implies that \( f \) cannot be anonymous either.

The point of this discussion is that, by replacing full incentive-compatibility with satisfaction of some insufficient set of incentive constraints, we may or may not succeed in overturning impossibility theorems.

Admittedly the example does not perfectly match the modeling approach we have taken, since \( S' \) is not a set of local incentive constraints. This example was given for illustrative simplicity. But it is easily modified to give an example using local incentive constraints. Suppose \( m \geq \max\{5, n + 2\} \), and fix \( x \in X \). Let \( T \) be the set of all ordinal types for which \( x \) is ranked second-to-last. Then arguments similar to the above again show that the analogues of Propositions 19 and 20 both hold when \( S = T \times T \); if instead we use the set \( S' \) of local incentive constraints, Proposition 19 no longer holds, while Proposition 20 still does.

Even if it is possible to overturn impossibility theorems by requiring only local incentive-compatibility, a mechanism designer who makes this substitution should be aware that doing so involves strong implicit assumptions about the limits to agents’ sophistication. For example, simply believing that agents are computationally limited is not enough jus-
tification. Suppose that the designer works with a set $S$ of local incentive constraints in some type space that is not sufficient, but there is some other set $S'$ of incentive constraints that is sufficient and for every $t$ the set \( \{ t' \mid (t, t') \in S' \} \) is small. Then agents with limited computational power but adequate forethought might simply decide to use $S'$ rather than $S$ when looking for advantageous misreports, and thereby end up finding some (as in Subsection 2.2). Thus, in being satisfied with mechanisms that satisfy the constraints $S$, the designer must be fairly committed to the assumption that agents will not look elsewhere for potential manipulations.

Alternatively, suppose that the mechanism designer wants to use local incentive-compatibility to overturn some known impossibility theorem: no mechanism exists satisfying full incentive-compatibility (together with some other desiderata), but the mechanism designer finds an $f$ that satisfies only local incentive-compatibility instead. Suppose there is a published proof of the theorem available that is “explicit” — that is, it proceeds by contradiction, supposing the desired fully incentive-compatible mechanism exists, and each time incentive-compatibility is applied, the misreport under consideration is fully spelled out. If the agents are aware of this proof, they can simply go through it step by step and eventually encounter the step which fails to hold for the given $f$; this step must use some nonlocal misreport that is potentially advantageous under $f$. Thus, agents who are aware enough to read an explicit proof may discover a profitable misreport, contrary to the designer’s expectation. (To this author’s knowledge, every known impossibility result has an explicit proof available in the literature.)

All of these issues are somewhat unimportant in the grand scheme of things, since on the type spaces for which we have shown insufficiency results (in particular, the dichotomous type space), the known mechanism design results are mostly positive ones. The point is simply that one should be cautious in interpreting insufficiency results. We have presented such results in order to show that the reasoning of Section 3 does not apply everywhere; but the results by themselves do not argue for or against imposing local rather than full incentive-compatibility constraints. If a practitioner wants to impose only the requirement of local incentive-compatibility, there had better be reasonable a priori grounds for doing so.

5 Conclusion

This paper has examined the question of whether or not a small set of incentive constraints is sufficient to ensure that all other incentive constraints are automatically satisfied, in
many common mechanism design settings. In particular, we have given an arguably
defined of “local” incentive constraints for cardinal and polyhedral (including
ordinal) type spaces. For many type spaces, we have shown that local incentive constraints
are sufficient to imply full incentive-compatibility. This holds for convex spaces of cardinal
types; polyhedral type spaces with convex closure; type spaces of single-peaked ordinal
preferences (as well as single-troughed ordinal preferences, or single-peaked ordinal pref-
erences on a tree); and for type spaces of successive single-crossing ordinal preferences.
Additionally, while we have focused on mechanisms that specify distributions over finite
outcome spaces, we also showed that local incentive constraints are sufficient over convex
cardinal type spaces in settings where monetary transfers are possible and utilities are
quasilinear. All of these proofs consisted of adding up inequalities associated with the
local incentive constraints to obtain any desired incentive constraint; we also gave an
example where local incentive constraints ensure full incentive-compatibility but no proof
by adding up exists.

These results provide an immediate strengthening of many existing impossibility and
characterization theorems in mechanism design, as well as a possible shortcut to proving
future incentive-compatibility results. In addition, they provide an argument against the
computational complexity approach to designing hard-to-manipulate mechanisms on these
domains: If a manipulator only considers the small set of local misreports, then he will
still succeed in finding a profitable one at least some of the time, unless the mechanism
is fully incentive-compatible.

On the other hand, for cardinal type spaces meeting a strong nonconvexity condition,
we have insufficiency — there are probabilistic mechanisms that are locally incentive-
compatible but not fully incentive-compatible. This result is robust to the choice of
local incentive constraints, in the sense that there are mechanisms that satisfy most
incentive constraints but still are not fully incentive-compatible. In particular, for the
dichotomous type space over a large outcome space, almost every incentive constraint has
the property that it can be violated by a mechanism that nonetheless satisfies all other
incentive constraints. However, our results should not immediately be interpreted as a
license to impose only local incentive-compatibility rather than full incentive-compatibility
in these type spaces.

Our work here is in response to a broader conceptual challenge in mechanism design:
how to formulate incentive constraints that are strong enough to make agents’ behavior
theoretically predictable without overly restricting the resulting class of mechanisms. The
usual notion of incentive-compatibility says that no type should have an incentive to
imitate any other type; but in practice, this requirement may be unnecessarily strong, if the task of finding a profitable misreport is difficult for the agents. Thus, thinking about mechanisms that are hard, but not impossible, to manipulate may provide a useful avenue for getting around negative results such as the Gibbard-Satterthwaite theorem. This paper has explored one way of pursuing this approach, by imagining that agents of any given type consider only a limited subset of the possible misreports, focusing on misreports that are close to the true type. Our results show many settings in which this change does not affect the set of possible mechanisms, and some in which it does. Our results also indicate that, in many contexts, using NP-completeness as a measure of hardness may be an unsatisfactory way of carrying out the hard-to-manipulate approach.
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