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## Question

For $r \in \mathbb{N}$ fixed and a given $F: \mathbb{R} \rightarrow \mathbb{R}^{r}$, what can we say about

$$
\left(\int_{\mathbb{R}} F(x) \mu_{t}^{(n)}(d x)-\mathbb{E}\left[\int_{\mathbb{R}} F(x) \mu_{t}^{(n)}(d x)\right] ; t \geq 0\right) ?
$$

## Notation

Denote by $\mathbb{R}^{n \times n}$ the set of square matrices of dimension $n$. Let $Y^{(n)}=\left(Y^{(n)}(t) ; t \geq 0\right)$ be a sequence of $\mathbb{R}^{n \times n}$-valued processes, defined in a probability space $(\Omega, \mathcal{F}, \mathbb{P})$.
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Denote by $\mathbb{R}^{n \times n}$ the set of square matrices of dimension $n$. Let $Y^{(n)}=\left(Y^{(n)}(t) ; t \geq 0\right)$ be a sequence of $\mathbb{R}^{n \times n}$-valued processes, defined in a probability space $(\Omega, \mathcal{F}, \mathbb{P})$. Assume that $Y^{(n)}(t)=\left[Y_{i, j}^{(n)}(t)\right]_{1 \leq i, j \leq n}$ is real and symmetric, with

$$
Y_{i, j}^{(n)}(t)= \begin{cases}\frac{1}{\sqrt{n}} X_{i, j}(t) & \text { if } \quad i<j  \tag{1}\\ \frac{\sqrt{2}}{\sqrt{n}} X_{i, i}(t) & \text { if } \quad i=j\end{cases}
$$

where $X_{i, j}:=\left(X_{i, j}(t) ; t \geq 0\right)$ are i.i.d. centered Gaussian processes with covariance
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R(s, t):=\mathbb{E}\left[X_{1,1}(s) X_{1,1}(t)\right]
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(H2) The mapping $s \mapsto \sigma_{s}^{2}$ is continuously differentiable in $(0, \infty)$ and continuous at zero. Moreover, we have that $\frac{d}{d s} \sigma_{s}^{2} \in L^{1}[0, T]$ for all $T>0$.
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## Notación

We will denote by $\lambda_{1}^{(n)}(t) \geq \cdots \geq \lambda_{n}^{(n)}(t)$ the ordered eigenvalues of $Y^{(n)}(t)$ and by $\mu_{t}^{(n)}$ the spectral empirical distribution

$$
\mu_{t}^{(n)}(\mathrm{d} x)=\frac{1}{n} \sum_{i=1}^{n} \delta_{\lambda_{i}^{(n)}(t)}(\mathrm{d} x)
$$

## Wigner theorem

Wigner theorem establishes that for all $\varepsilon>0$ and all function $f$ belonging to the set $\mathcal{C}_{b}(\mathbb{R})$ of continuous and bounded functions,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathbb{P}\left(\left|\int_{\mathbb{R}} f(x) \mu_{1}^{(n)}(\mathrm{d} x)-\int_{\mathbb{R}} f(x) \mu_{1}^{s c}(\mathrm{~d} x)\right|>\epsilon\right)=0 \tag{2}
\end{equation*}
$$

where $\mu_{\sigma}^{s c}$, for $\sigma>0$, denotes the rescaled semicircle distribution

$$
\mu_{\sigma}^{s c}(\mathrm{~d} x):=\frac{\mathbb{1}_{[-2 \sigma, 2 \sigma]}(x)}{2 \pi \sigma^{2}} \sqrt{4 \sigma^{2}-x^{2}} \mathrm{~d} x
$$

## Functional Wigner theorem

In a paper by Jaramillo, Pardo and Pérez (based on previous works by Rogers, Shi, Cépa, Lepingale y Pérez-Abreu), it was proved that

## Theorem

Denote by $\mathcal{C}\left(\mathbb{R}_{+}, \operatorname{Pr}(\mathbb{R})\right)$ the set of continuous functions defined in $\mathbb{R}_{+}$, with values in the set of probability measures. If $\mu_{0}^{(n)}$ converges in law to $\nu$, then $\left\{\left(\mu^{(n)}(t) ; t \geq 0\right): n \geq 1\right\}$ converges weakly to a function $\left(\mu_{t} ; t \geq 0\right)$, such that

$$
\begin{aligned}
\int f(x) \mu_{t}(d x) & =\int f(x) \nu(d x) \\
& +\frac{1}{2} \int_{0}^{t} \int_{\mathbb{R}^{2}} \frac{f^{\prime}(x)-f^{\prime}(y)}{x-y} \frac{d}{d s}(R(s, s)) \mu_{s}(d x) \mu_{s}(d y) d s
\end{aligned}
$$

for all $t \geq 0$ and $f \in \mathcal{C}_{b}(\mathbb{R})$.

## Fluctuations of Wigner's theorem

In a paper by Lytova y Pastur, it was proved (in a much more general context than the one described before), that

Theorem
for all $f \in \mathcal{C}_{b}(\mathbb{R})$,

$$
\begin{equation*}
n \int_{\mathbb{R}} f(x) \mu_{1}^{(n)}(\mathrm{d} x)-n \mathbb{E}\left[\int_{\mathbb{R}} f(x) \mu_{1}^{(n)}(\mathrm{d} x)\right] \xrightarrow{d} \mathcal{N}\left(0, \sigma_{f}^{2}\right), \tag{3}
\end{equation*}
$$

where $\mathcal{N}\left(0, \sigma_{f}^{2}\right)$ is a Gaussian random variable with variance

$$
\sigma_{f}^{2}:=\frac{1}{4} \int_{\mathbb{R}^{2}}\left(\frac{f(x)-f(y)}{x-y}\right)^{2} \frac{4-x y}{\left(4-x^{2}\right)\left(4-y^{2}\right)} \mu_{1}^{s c}(\mathrm{~d} x) \mu_{1}^{s c}(\mathrm{~d} y)
$$
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## Functional fluctuations of Wigner's theorem

There are some results on the functional fluctuations of Wigner's theorem in the following particular cases:

- The entries $X_{i, j}$ are Ornstein-Uhlenbeck processes. This problem was studied by Israelson, Bender and Unterberger. We know that the limit is Gaussian and the limiting covariance function can be explicitly described.
- The entries $X_{i, j}$ are complex Brownian motions and $f: \mathbb{R} \rightarrow \mathbb{R}$ is a polynomial. This problem has been studied by Pérez-Abreu and Tudor. It is known that the limit is Gaussian, but the covariance of the limit hasn't been described in an explicit way.
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and the kernel

$$
K_{z}(x, y):=\frac{1-z^{2}}{z^{2}(x-y)^{2}-x y z(1-z)^{2}+\left(1-z^{2}\right)^{2}}
$$

## Main results

Theorem (Díaz, Jaramillo, Pardo)
For all $f, g \in \mathcal{P}$,

$$
\lim _{n \rightarrow \infty} \operatorname{Cov}\left[Z_{f}^{(n)}(s), Z_{g}^{(n)}(t)\right]=2 \int_{\mathbb{R}^{2}} f^{\prime}(x) g^{\prime}(y) \nu_{\sigma_{s}, \sigma_{t}}^{\rho_{s, t}}(\mathrm{~d} x, \mathrm{~d} y)
$$

where

$$
\nu_{\sigma_{s}, \sigma_{t}}^{\rho_{s, t}}(A, B)=\int_{0}^{1} \int_{A \times B} K_{z \rho_{s, t}}\left(x / \sigma_{s}, y / \sigma_{t}\right) \mu_{\sigma_{s}}^{s c}(\mathrm{~d} x) \mu_{\sigma_{t}}^{s c}(\mathrm{~d} y) \mathrm{d} z
$$
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There exists a centered Gaussian process with values in $\mathbb{R}^{r}$, denoted by $\Lambda_{F}=\left(\left(\Lambda_{f_{1}}(t), \ldots, \Lambda_{f_{r}}(t)\right) ; t \geq 0\right)$, independent of $\left\{X_{i, j} ; j \geq i \geq 1\right\}$, defined in an extended probability space $(\Omega, \mathcal{G}, \mathbb{P})$, such that

$$
\left(Z_{F}^{(n)}(t) ; t \geq 0\right) \xrightarrow{\text { Stably }} \Lambda_{F},
$$

in the topology of uniform convergence over compact sets. The law of $\Lambda_{F}$ is characterized by

$$
\mathbb{E}\left[\Lambda_{f_{i}}(s) \Lambda_{f_{j}}(t)\right]=\int_{\mathbb{R}^{2}} f_{i}^{\prime}(x) f_{j}^{\prime}(y) \nu_{\sigma_{s}, \sigma_{t}}^{\rho_{s, t}}(\mathrm{~d} x, \mathrm{~d} y)
$$
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## Basic definitions

Example: If $X_{1,1}$ is a Brownian motion, then $\mathfrak{H}=L^{2}[0, T]$.
For all $1 \leq i \leq n$, the mapping $\mathbb{1}_{[0, t]} \mapsto V^{i}\left(\mathbb{1}_{[0, t]}\right):=V_{t}^{i}$ can be extended into a linear isometry, which we will denote by $V^{i}(h)$, for $h \in \mathfrak{H}$. If $f \in \mathfrak{H}^{d}$ is of the form $f=\left(f_{1}, \ldots, f_{d}\right)$, we define

$$
V(f):=\sum_{i=1}^{d} V^{i}\left(f_{i}\right)
$$

Example: If $X_{1,1}$ is a Brownian motion, then

$$
V(f)=\sum_{i=1}^{d} \int_{0}^{T} f_{i}(t) d V_{t}^{i}
$$

## Chaos decomposition

For $q \in \mathbb{N}$ fixed, define the $q$-th Wiener chaos, as the subspace
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\mathcal{H}_{q}=\overline{\operatorname{span}\left\{H_{q}(V(h)) \mid\|h\|_{\mathfrak{H}^{d}}=1\right\}} \subset L^{2}(\Omega),
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where $H_{q}$ denotes the $q$-th Hermite polynomial, defined by $H_{0}=1$ and $H_{q+1}(x)=x H_{q}(x)-q H_{q-1}(x)$.
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Theorem (Chaos decomposition)
We have that

$$
L^{2}(\Omega, \mathbb{P})=\bigoplus_{q=0}^{\infty} \mathcal{H}_{q}
$$

The projection of an element $Y \in L^{2}(\Omega)$ over the space $\mathcal{H}_{q}$, will be denoted by $J_{q}[Y]$.

## Derivative and divergence operators
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For $p \geq 1$, the operator $D$ can be extended to a subspace $\mathbb{D}^{1, p} \subset L^{2}(\Omega)$, closed with respect to the norm $\|F\|_{\mathbb{D}^{1, p}}:=\left(\mathbb{E}\left[|F|^{p}\right]+\mathbb{E}\left[\|D F\|_{\mathfrak{H}}^{p}\right]\right)^{\frac{1}{p}}$. Define $D^{r}$ as the $r$-th iteration of $D$.
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Denote the adjoint of $D$ by $\delta$. Namely,

- $\delta$ is defined in a domain $\operatorname{Dom}(\delta) \subset L^{2}\left(\Omega ; \mathfrak{H}^{d}\right)$, characterized by the property that $u \in \operatorname{Dom}(\delta)$ if there exists a constant $c>0$, only depending on $u$, such that for all $F \in \mathbb{D}^{1,2}$,
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$$
\left|\mathbb{E}\left[\langle D F, u\rangle_{\mathfrak{H}^{d}}\right]\right| \leq c\|F\|_{L^{2}(\Omega)} .
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- If $u \in \operatorname{Dom}(\delta)$, then $\delta(u)$ is characterized by

$$
\mathbb{E}[F \delta(u)]=\mathbb{E}\left[\langle D F, u\rangle_{\mathfrak{H}^{d}}\right] .
$$

analogously, we define $\delta^{r}$ as the adjoint of $D^{r}$.
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## The Ornstein-Uhlenbeck semigroup

## Definition

The Ornstein-Uhlenbeck semigroup $\left\{P_{t}\right\}_{t \geq 0}$ está definido por
$P_{t} F:=\sum_{q=0}^{\infty} e^{-q t} J_{q}(F) \in L^{2}(\Omega)$, y el generador del semigrupo de Ornstein-Uhlenbeck $L$, is defined by

$$
L F=-\sum_{q=1}^{\infty} q J_{q}[F]
$$

Its domain is formed by the random variables $F$ such that $\sum_{q=1}^{\infty} q^{2} \mathbb{E}\left[J_{q}[F]^{2}\right]<\infty$.

## Relations between $D, \delta$ y $L$

Mehler's formula stablishes that $F \in L^{2}(\Omega)$ and $\Psi_{F}$ is a measurable mapping from $\mathbb{R}^{\mathfrak{H}^{d}}$ to $\mathbb{R}$, such that $F=\Psi_{F}(V)$, then

$$
P_{\theta} F=\widetilde{\mathbb{E}}\left[\Psi_{F}\left(e^{-\theta} V+\sqrt{1-e^{-2 \theta}} \widetilde{V}\right)\right],
$$

where $\widetilde{V}$ is an independent copy of $V$ and $\widetilde{\mathbb{E}}$ is the expectation with respect to $\widetilde{V}$.
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Mehler's formula stablishes that $F \in L^{2}(\Omega)$ and $\Psi_{F}$ is a measurable mapping from $\mathbb{R}^{\mathfrak{H}^{d}}$ to $\mathbb{R}$, such that $F=\Psi_{F}(V)$, then

$$
P_{\theta} F=\widetilde{\mathbb{E}}\left[\Psi_{F}\left(e^{-\theta} V+\sqrt{1-e^{-2 \theta}} \widetilde{V}\right)\right],
$$

where $\widetilde{V}$ is an independent copy of $V$ and $\widetilde{\mathbb{E}}$ is the expectation with respect to $\widetilde{V}$. Additionally, we have that $F \in \operatorname{Dom}(L)$ if and only if $F \in \mathbb{D}^{1,2}$ and $D F \in \operatorname{Dom}(\delta)$, in which case

$$
L F=-\delta(D F)
$$

Furthermore, if $F \in L^{2}(\Omega)$, then

$$
-L^{-1} F=\int_{\mathbb{R}_{+}} P_{\theta} F \mathrm{~d} \theta
$$

## Contractions

Let $\left\{b_{j}\right\}_{j \in \mathbb{N}} \subset \mathfrak{H}^{d}$ be an orthonormal basis of $\mathfrak{H}^{d}$. Given $f \in\left(\mathfrak{H}^{d}\right)^{\odot p}$, $g \in\left(\mathfrak{H}^{d}\right)^{\odot q}$ and $r \in\{1, \ldots, p \wedge q\}$, the $r$-th contraction of $f$ and $g$ is the element $f \otimes_{r} g \in\left(\mathfrak{H}^{d}\right)^{\otimes(p+q-2 r)}$ given by

$$
f \otimes_{r} g=\sum_{i_{1}, \ldots, i_{r}=1}^{\infty}\left\langle f, b_{i_{1}}, \ldots, b_{i_{r}}\right\rangle_{\left(\mathfrak{H}^{d}\right)^{\otimes r}} \otimes\left\langle g, b_{i_{1}}, \ldots, b_{\left.i_{r}\right\rangle}\right\rangle_{\left(\mathfrak{H}^{d}\right)^{\otimes r}}
$$
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Then $Z_{n} \xrightarrow{\text { Ley }} \mathcal{N}_{r}(0, C)$ when $n \rightarrow \infty$.
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