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Abstract

In this paper, we address pursuit-evasion problems in which the pursuer is a Differential Drive Robot (DDR) that attempts to
capture an omnidirectional evader. From the Nash property it follows that if the evader deviates from its maximum potential
speed then the capture time shall not increase for a pursuer that does not deviate from its Nash equilibrium motion strategy.
However, it is not immediately clear how the pursuer could exploit that evader’s deviation from its maximum potential speed,
which might correspond to situations where the evader’s capabilities may degrade with time, for example, battery depletion
in an autonomous vehicle, or fatigue in an animal evader. This can be considered as a scenario of an evader in which the
set of admissible controls varies with time. In the present paper we consider such scenario. In our first result, we propose an
alternative strategy for the pursuer, which, for certain scenarios, further reduces the capture time compared to the strategy
based on the maximum potential evader’s speed. In our second result, we show that, under non-anticipative strategies, a pursuer
strategy that uses the instantaneous evader speed alone, does not always guarantee to improve the payoff for the pursuer,
nor the capture of the evader. Hence, we conclude that the evader’s location is the relevant information for the pursuer to
know. Later, we present vision-based control laws that implement the optimal pursuer strategy. The optimal pursuer strategy
is characterized by a partition of the reduced space (a representation of the game in the pursuer’s body-attached coordinate
system) in which each region maps to an optimal pursuer action. We consider the case for which the pursuer is equipped
with an omnidirectional catadioptric camera. Finally, in our third result we show that the location of the evader on the image
can be directly used by the pursuer to define its motion strategy, in spite of the distortion of the state space suffered on the
image. That is, the pursuer is able to apply its motion strategy using the image without explicitly reconstructing the evader’s
position. This approach is computationally efficient, and robust to occlusions and noise in the image.
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1 Introduction

In this paper, we consider the pursuit-evasion problem
of capturing an omnidirectional evader using a Differen-
tial Drive Robot (DDR) in an obstacle-free environment.
More specifically, given an initial condition in which the
evader is at distance L from the pursuer, the pursuer’s
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goal is to reduce this distance to L < l (the capture
condition) as quickly as possible, while the evader’s goal
is to delay capture for as long as possible. The classi-
cal solution to this problem yields so-called Nash equi-
librium strategies. While it is well known that neither
player can improve its guaranteed payoff by unilaterally
deviating from its Nash strategy, it is not always imme-
diately clear how one player can exploit deviation from
the Nash strategy by the other player. In this paper, we
address this issue. We then present a vision-based con-
trol law that implements the optimal pursuer strategy
(or policy).

The results in this paper are related to previous work
presented in [29,17]. In [29], the optimal strategies for
each player are expressed in terms of a partition of the
playing space into disjoint regions, and open-loop, time

Preprint submitted to Automatica 17 December 2017



optimal strategies of the players are defined for each re-
gion. A feedback control strategy to implement the op-
timal pursuer strategy was presented in [17]. For this
approach, computer vision-based state estimation was
implemented using the 1D trifocal tensor (1D because
only bearing information is used to compute it). The ap-
proach of [17] was motivated by the possibility that an
evader could avoid capture in cases where the pursuer
executed its Nash strategy in open loop; nevertheless,
[17] did not address the issue of how the pursuer could
exploit deviations by the evader from its maximum po-
tential speed, which is addressed in this paper. Further,
the approach of [17] relied on position-based visual servo
methods, which are known to be sensitive to state esti-
mation errors or calibration inaccuracies [7].

In this paper, we consider non-anticipative strategies [9]
for both players (each player has complete up-to-date
information concerning the control functions employed
by the other player, however, it does not know the con-
trols that the other player will apply in the future) and
we investigate the scenario of an evader in which the
set of admissible controls varies with the time. Namely,
we consider an evader whose maximum speed varies as
time elapses; to the best of our knowledge this prob-
lem has not been studied before in the context of dif-
ferential games. We assume that the maximum poten-
tial speed of the evader V maxe is known for the pursuer
before the game commences. We consider Ve(t) as the
instantaneous maximum speed at which the evader can
travel as time elapses, and V maxe as the upper bound for
that speed for all t. In Section 5 we investigate pursuer
strategies exploiting deviations by the evader from its
maximum potential speed and in Section 6 we present
a vision-based control law that implements the optimal
pursuer strategy. More precisely, in Section 5 we show
that under a non-anticipative strategies framework, us-
ing the instantaneous evader speed does not always guar-
antee to improve the payoff for the pursuer, nor the cap-
ture of the evader, hence, the only information required
for the pursuer is the evader’s location. Based on this
result, in Section 6, we show how to obtain this infor-
mation, i.e., the evader’s location directly in an image,
without the estimation of the evader’s state on the state
space. Therefore, the connection between Section 5 and
Section 6 consists in first proving that the evader’s loca-
tion is the relevant information for the pursuer and then,
in order to retrieve the evader’s location, we use the pro-
jection from the state space to the image space and we
prove that under this projection, a partition of the state
space defining the pursuer strategy can be mapped to
the image space in spite of the distortion of the state
space suffered on the image, allowing immediate deter-
mination of the optimal pursuer action once the evader
is detected in the image. This approach is computation-
ally efficient, and robust to occlusions and noise.

A preliminary version of a portion of Section 5 of the
present work appeared in [6]. The main results of the

present work are the following:

• From the Nash property it follows that if the evader
deviates from its maximum potential speed V maxe ,
then the capture time shall not increase for a pursuer
that follows a motion strategy generated by V maxe (we
refer to this pursuer strategy as ΠP (Vmaxe )). However,
Theorem 1 proposes another strategy for the pursuer,
called ΠP (Ve), which, for certain scenarios, further re-
duces the capture time compared to ΠP (Vmaxe ).

• Theorem 2, which shows that under non-anticipative
strategies, using instantaneously the partition ob-
tained based on the instantaneous evader speed does
not always guarantee to improve the payoff for the
pursuer, nor the capture of the evader. In Lemma 2
(which is used in Theorem 2) we exhibit a case in
which the evader escapes if the pursuer uses the strat-
egy based on the instantaneous evader speed, that
is strategy ΠP (Ve). Therefore, under non-anticipative
strategies, the evader’s instantaneous speed cannot
be used alone to improve the payoff and the pur-
suer must stick to the worst case corresponding to
assuming that the evader moves at V maxe .

• Finally, Theorem 3 shows that the location of the
evader on the image can be directly used by the pur-
suer to define its motion strategy. That is, the pur-
suer is able to apply its motion strategy using the im-
age without explicitly reconstructing the evader’s po-
sition.

The remainder of this paper is organized as follows. In
Section 2, we provide a review of related work. In Sec-
tion 3, we give a formal description of the problem, and
in Section 4 we describe the motion strategies for both
pursuer and evader. In Section 5, we present the primary
theoretical results in the paper, concerning the role of
information in the optimality of Nash pursuer strategies
when the evader moves at suboptimal speed. Finally, in
Section 6, we derive image-based control strategies that
implement the optimal pursuer strategy.

2 Related Work

Our work is related to optimal control methods used in
robotics, for instance [28,2,32], however those methods
typical execute the motion in open loop. Our work pro-
poses a state feedback-based motion strategy, but using
information directly from an image. Our work is also re-
lated to image-based visual servo [7,22], in the sense that
the feedback is directly based on an image, however, in
contrast to the classical image-based visual servoing ap-
proach, in our proposed approach, the goal for the robot
is not to see a target image, but instead its objective is
to bring the evader to a specific locus of points called
the usable part [15].

The problem addressed in this paper is a pursuit-evasion
game. There has been a considerable amount of research
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in the area of pursuit and evasion, particularly in the
area of control [15,23,1]. The pursuit-evasion problem
can be framed as a problem in noncooperative dynamic
game theory [1].

A pursuit-evasion game can be defined in several ways.
One variant considers one or more pursuers, which are
given the task of finding an evader in an environment
with obstacles [13,31,14,30]. A recent survey of this kind
of problem is presented in [8].

Other variant consists of maintaining visibility of a
moving evader also in an environment with obstacles
[21,18,24,5,26,4]. Game theory is proposed in [21] as a
framework to formulate the tracking problem, and an
online algorithm is presented. In [4], the authors address
the problem of maintaining visibility of the evader as a
game of degree (i.e. the emphasis is over the optimiza-
tion of a given criterion and not over the problem of
deciding what player is the winner). The pursuer and
the evader are omnidirectional (holonomic) systems. In
[3], the problem of maintaining visibility of a moving
evader is addressed as a game of kind (deciding which
player wins). Again, both the pursuer and the evader are
omnidirectional systems. In [25], the authors addressed
the problem of tracking (maintaining surveillance) of an
omnidirectional mobile evader at constant distance with
a Differential Drive Robot in an environment without
obstacles.

Similar to this work, in [26] the author deals with the
information required to achieve the task. In that work, a
robot has to track an unpredictable target. The robot’s
sensors obtain general information about the target’s
movements. An objective of [26] is to avoid the need for
the agent to have detailed information about the target’s
movements, so that the agent does not allow damage to
occur to the target. As in the present work, in [26] the
author is also interested in the value of information, nev-
ertheless, in [26] the information is addressed to preserve
privacy, while in our work our interest in information is
focused on obtaining optimality in the task given to the
robot.

A third variant of pursuit-evasion problem consists in
giving to the pursuer the goal to capture the evader
[15,23], that is, move to a contact configuration, or closer
than a given distance. The work presented in this paper
corresponds to this third variant. Other related prob-
lems are the lady in the lake [1] and the lion and the
man [11,19]. In the lady in the lake problem, there is a
circular lake where a lady is swimming with a maximum
speed vl, and there is a man that is in the side of the
lake and runs along the shore with a maximum speed
vm; the man cannot enter the lake and the lady wants
to leave the lake. The man runs with a larger speed than
the one of the lady in the lake (vl < vm). The man needs
to capture the lady as soon as she reaches the shore,
since on land she runs faster than him. In the lion and

the man problem, the players move in a circular arena,
both players have the same motion capabilities, the lion
wants to capture the man and the man wants to avoid
the capture.

In the same vein, in [16] the authors address a pursuit-
evasion game in a graph called the cops and robbers
game. The cops win the game if they can move to the
robber’s vertex. Like the present work, the authors in-
vestigate the role of the available information, however,
in [16] the authors start from a base case where the play-
ers “see” each other at all times and then the authors
reduce the visibility range of the players, while in the
presented work, in Section 5, we start from Nash equi-
librium strategies, make the players deviate from them,
and start increasing the available information. Further-
more, in [16] the authors are interested in the effects of
information on the outcome of the game (which player
wins), while we are interested in the deviations of the
players over their time optimal strategies and the nec-
essary information to detect such deviations to obtain
optimality.

Section 6 of this work is related to ideas presented in
[20]. In [20], the author studies the preimages of sensors
and provides a notion of dominant sensors. The sensors
are hierarchically ordered by the information that they
provide and the author suggests the use of combinatoric
filters over the space and the time. Despite the similar-
ities between this work and the one presented in [20],
there exists important differences. For instance, while in
[20] equivalent classes over the observations preimages
(the state space) are used, in this work we propose to re-
strict the states and use directly the observations (that
is, the images of the state space). Another important dif-
ference is that in [20] functions are established between
observations and states, while in this work we propose
motion strategies that provide the robot controls.

3 System Model

Each wheel of the DDR has associated a linear tangential
velocity v but also a rotational angular velocity w. The
relation between them is just v = w × r, where r is the
radius of the wheel. Thus, u1 and u2 are the wheels’
angular velocities of the pursuer, more precisely, for the
left wheel u1 and the right wheel u2. The linear velocity
of the robot is ν = vl+vr

2 = r(wl+wr)
2 , and its angular

velocity is ω = vr−vl
2b = r

2b (wr−wl), being b the distance
from the center of the robot to each wheel. In the paper
r is assumed to be the same (1 for both wheels). With
suitable choice of units and substituting that value of r,
we obtain Equations (2). The absolute velocity (speed) of
the evader is denoted by v1 ∈ [0, V max

e ] and v2 ∈ [0, 2π)
is the angle measured clockwise from the forward vector
(heading) of the pursuer to the evader position in the
reduced coordinate system. Equation (1) is expressed
in the form ẋ = f(x, u, v), where u = (u1, u2) ∈ U =
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[−V max
p , V max

p ]× [−V max
p , V max

p ] and v = (v1, v2) ∈ V =
[0, V max

e ]× [0, 2π).
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Fig. 1. System models

The model of the kinematics in the reduced coordinate
system is the following.

ẋ =
(
u2 − u1

2b

)
y + v1 sin v2

ẏ = −
(
u2 − u1

2b

)
x−

(
u1 + u2

2

)
+ v1 cos v2

(1)

ω = u2 − u1

2b
ν = u1 + u2

2
|ωmax| ≤ 1

b
(V max
p − |ν|)

(2)

The inequality in the third line of Equations (2) [2,?]
gives the maximum rate of rotation ωmax for the pursuer,
given a specified linear speed.

To simplify the problem, the game is modeled in a coor-
dinate system that is fixed to the DDR (see Fig. 1(b)),
called in [15] the reduced space. In the reduced space all

the orientations are measured with respect to the posi-
tive y-axis (DDR’s heading). We denote the state of the
system as x(t) = (x, y) ∈ R2.

The following definitions are used in the rest of the paper:

ρv = V max
e /V max

p (3)

is the ratio between the maximum translational speed
of both players, and

ρd = b/l (4)

is the ratio of the distance between the center of the
robot and the wheel location b and the capture distance
l. Note that l ≥ b, otherwise the capture distance would
be located inside the robot.

4 Motion Strategies

In this section, we present the motion strategies of both
players. We begin presenting some basic concepts and
definitions.

4.1 Basic Concepts: Strategies, Payoff and the Value
Function of the Game

Let U and V be the control sets for each of the two play-
ers. Then, let U be the set of Lebesgue measurable maps
u : [ts,∞) → U , and V the set of Lebesgue measurable
maps v : [ts,∞)→ V . The set U is the set of open loop
strategies for the pursuer, and V the set of open loop
strategies for the evader.

Definition 1 The map α : V → U is called a non-
anticipative strategy if, whenever ts < T ≤ tf and
v1(t) = v2(t) a.e., ts ≤ t ≤ T , then α(v1)(t) = α(v2)(t)
a.e., ts ≤ t ≤ T . [9]

In the present game, the payoff J is represented by the
capture time as shown in the equation below,

J(x(ts), u, v) =
∫ tf (x(ts),u,v)

ts

dt = tf (x(ts), u, v)− ts
(5)

where ts is the starting time and tf the ending time of
the game. Indeed, if the evader wins, it is because the
capture time is not finite, otherwise the pursuer wins.

Now, refer to A as the set of non-anticipative strategies
for the pursuer, and denote the pursuer strategy as Π ∈
A. Define equivalently for the evader the set B, and its
applied strategy as Γ ∈ B. The upper value function V +

[9] is given by

V + = inf
Π∈A

sup
v∈V

J(x(ts),Π(v), v). (6)
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Similarly the lower value function is

V − = sup
Γ∈B

inf
u∈U

J(x(ts), u,Γ(u)). (7)

When V + = V − the game is said to have value.

The strategies of both players, the payoff and the value
function of the game are all defined in the reduced space.

4.2 State Space Partition for Motion Strategies

In this section a partition of the state space into mutually
disjoint regions is presented. This partition was found
in [29] using Isaacs’ methodology [15], which combines
the theory of optimal control and differential games. To
make this paper self-contained, we include an appendix
with some lemmas and theorems obtained in [29] and
[17], which are used in this work.

Fig. 2(a) shows a graphical representation of the regions
that build the partition of the first quadrant of the re-
duced space. The frontiers between regions are called sin-
gular surfaces [15]. In the present partition, there are 4
singular surfaces: universal surface (US, blue bold line),
transition surface (TS, red curve), the barrier surface
(BS, magenta straight line) and dispersal surface (DS,
orange line). If the pursuer applies its time-optimal mo-
tion strategy the barrier (BS) cannot be crossed by the
evader. The answer to the capture-escape question relies
on whether or not the barrier divides the reduced space
into two parts. Suppose the barrier separates it into two
parts. If x is in the outer side then the DDR cannot force
the capture. If the barrier fails to separate the playing
space (as in Fig. 2(a)), then capture can be attained by
the DDR.

Remark 1 If the barrier does not split the playing space
for a given V maxp and a given V maxe , then the pursuer
guarantees capture regardless of the strategy followed by
the evader. See Theorem 4 in Appendix A.

The universal surface (US), which is unbounded, has
the property that whenever the evader is located at it,
the time-optimal motion strategy for the pursuer is to
move in a straight line to capture the evader. The limit
of the US is at yc = l/ρv (see Fig. 2(a) and Lemma 5 in
Appendix A).

The transition surface (TS) is the place where a control
variable abruptly changes its value. In contradistinction
with the US and the BS, which correspond to trajectories
of the system, the TS is not a trajectory traveled by
the system in the reduced space. In the first quadrant,
the TS represents the locus of points where the DDR
switches one of its controls, in particular from Lemma 6
in Appendix A, we found that u∗2 switches from the value

(a) Region I corresponds to straight line DDR
motion and regions II and III to DDR rotation
in place.

(b) Partition for pursuer’s feedback motion strat-
egy. Regions II and III are merged.

Fig. 2. Partition of the first quadrant.

V max
p to −V max

p . The expression defining the control u∗2
at the moment of the switch characterizes the conditions
that must be satisfied by the points (x, y) in the reduced
space.

5



A dispersal surface (DS) is defined in [15] as the locus
of initial conditions along which the optimal strategy of
one or both players is not unique. At the DS, the choice
of the control of one player must correspond to the choice
of the control of the other player. Therefore, a solution
will be to employ an instantaneous mixed strategy [1],
which means the randomizing of a player’s decision in
accordance with some probabilistic law until the system
is no longer on the DS and this must be executed in
closed loop.

The partition also contains the terminal surface and the
usable part (UP). The terminal surface is the set of
points that represents an opportunity for the DDR to
capture the evader [15]. In this game it is a circle of ra-
dius l. The usable part is an arc of a circle (UP, black
bold arc in Fig. 2(a)), and is the portion of the space
where the pursuer guarantees capture of the evader re-
gardless of the choice of controls by the evader [15]. The
boundary of the usable part is the point BUP shown in
Fig. 2(a). The angle s denotes the angle measured from
the positive y-axis to a point in the usable part, and
S = cos−1(ρv) denotes a bound in s corresponding to
the boundary of the usable part (BUP). See Fig. 2(b)
and Lemma 7 in Appendix A.

4.3 Pursuer Motion Strategy

In the interior of each region, the pursuer always ap-
plies its feedback-based time-optimal motion strategy
obtained from the evader’s location over the reduced
space. This strategy for the first quadrant is summarized
in Table 1 (which was obtained in state-based feedback
form in [17]). In the remaining quadrants the pursuer
time-optimal motion strategy is analogous.

Evader in the reduced space u1, u2

US u1 = +V max
p , u2 = +V max

p

I u1 = +V max
p , u2 = +V max

p

II u1 = +V max
p , u2 = −V max

p

III u1 = +V max
p , u2 = −V max

p

DS Randomized strategy
Table 1
Pursuer’s feedback-based time-optimal motion strategy in
quadrant 1.

If the evader is located in Region I then the DDR moves
in a straight line in the realistic space to capture the
evader. Region II corresponds to configurations in the
realistic space where the DDR initially rotates in place,
but it is not necessary to align completely the DDR’s
heading with the segment joining the positions of both
players in order to capture the evader. Region III in
the reduced space corresponds to configurations in the
realistic space where the DDR also rotates in place until
it aligns its heading with the segment joining the players’
positions. The frontier between Region II and Region

III is established by the tributary trajectory 1 (green
dashed line) shown in Fig. 2(a).

From Table 1, we see that the US and Region I have asso-
ciated the same optimal controls, and the same happens
with regions II and III. Therefore, the partition shown in
Fig. 2(a) might be simplified to one in which the US and
Region I are merged and Region II and Region III are
merged too. Hence, let RS= US ∪ Region I and RR =
Region II ∪ Region III. Refer to Fig. 2(b). The DS is not
included in the set RR. Over the DS, both players have
two choices for their controls, to deal with this, a com-
mon approach is to use an instantaneous mixed strategy,
for more details see [15].

4.4 Evader Motion Strategy

As mentioned above the pursuer motion strategy is de-
termined by the partition of the reduced space. The re-
gions are equivalence classes defined by the controls.

Note that in this game the pursuer wants to minimize
the capture time and the evader wants to maximize it.
Hence the pursuer is the minimizer and the evader the
maximizer.

The evader controls that maximize the capture time as-
sociated to its motion strategy Γ(t) were also obtained
in [29] using Isaacs’ methodology [15]. This methodology
is an extension of the Pontryagin’s Maximum Principle
(PMP) [27] for two players. It is based on the computa-
tion of the Hamiltonian of the system and the so-called
gradient of the value function ∇V = [Vx Vy]T where Vx
and Vy represent the partial derivatives ∂V

∂x and ∂V
∂y . In

the Isaacs’ methodology a strategy (or policy) is in open
loop. This means that it is based on retro-time and not
on the position over the state space.

Differently to the pursuer, for the evader there are not
equivalent classes grouping its controls, hence these con-
trols and the associated evader motion strategy depend
on every point in the reduced space (or equivalent for
every given retro-time instant). The evader controls are
v1, its speed, and v2, its motion direction or angle of mo-
tion. The optimal evader controls [29], those that max-
imize the capture time depend on the gradient of the
value function and are given by:

v∗1 = V max
e , sin v∗2 = Vx

ρ
, cos v∗2 = Vy

ρ
(8)

where ρ =
√
V 2
x + V 2

y . The evader will also move at
maximum speed. The resulting expressions for Vx and
Vy are given in closed form in [29] and they depend on

1 A tributary trajectory is an optimal trajectory of the sys-
tem in the reduced space that reaches the US.
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the regions in the partition since, they consider both the
optimal evader and pursuer motions. However, note that
unlike the pursuer strategy, the evader optimal strategy
is not piecewise constant in the reduced space.

5 Influence of the Available Information on the
Motion Strategy

In this section, we investigate the scenario of an evader in
which the set of admissible controls varies with the time.
In particular, we consider an evader whose maximum
speed varies as time elapses and the effects of this devi-
ation over the pursuer strategy. Recall that we assume
that the maximum potential speed of the evader V maxe is
known for the pursuer before the game commences. We
consider Ve(t) as the instantaneous maximum speed at
which the evader can travel as times elapses, and V maxe as
the upper bound for that speed for all t. Since Ve(t) is as-
sumed to be the evader’s current maximum speed capac-
ity, we consider its variation as a change in the evader’s
control set, that is, v = (v1, v2) ∈ [0, Ve(t)] × [0, 2π),
rather than a cooperation from the evader.

As mentioned in Remark 1, if the barrier does not split
the playing space for a given V maxp and a given V maxe ,
then there exists at least a pursuer strategy that guar-
antees capture regardless of the strategy followed by the
evader [29]. In the remainder of the paper, it is assumed
that the barrier will not split the reduced space.

Consider the DDR in the reduced space as the disc
D(0; l) with the center at the origin and radius l, and let
C be the collection of all the partitions of R2 −D(0; l).
Then consider the function P : R>0 → C such that P
maps the evader’s maximum instantaneous speed Ve to
a partition P (Ve) as defined in Subsection 4.3. In the
first quadrant of the reduced space, this partition has as
elements regions RS and RR.

Partition P (Ve) yields a motion strategy for the pursuer
according to Table 1. Recall that the pursuer’s strat-
egy is denoted by Π, and Γ denotes the motion strategy
of the evader. In this section we will consider the non-
anticipative strategies ΠP (Ve) and ΓP (Ve), where ΠP (Ve) :
R2 × [0, V max

e ] → U , denotes the purser’s strategy that
applies the controls according to partition P (Ve), and
analogously ΓP (Ve) : R2 × [0, V max

e ]→ V for the evader.
The evader motion direction is obtained as described
in Subsection 4.4 and v1 is set to Ve(t). Particularly,
ΠP (V max

e ) : R2 → U is the state feedback strategy pro-
posed in [17], which considers a fixed partition P (V max

e )
during all the game since the upper bound V max

e re-
mains fixed for all t. Notice that ΠP (V max

e ) can be inter-
preted as a non-anticipative strategy, considering a map-
ping from V to the space of state trajectories via Equa-
tion (1), and then from the state trajectory to U , via
the state feedback control law. Moreover, if the evader

does move with V max
e , both ΠP (V max

e ) and ΠP (Ve) co-
incide and yield the same pursuer behaviour. Similarly,
ΓP (V max

e ) : [ts,∞)→ V , which is the open loop strategy
in Nash equilibrium given in [29], also considers a fixed
partition.

Let us start with Lemma 1 saying that for any two par-
titions P (Ve) and P (V ′e ) with V ′e < Ve, then RS ∈ P (Ve)
is fully contained in R′S ∈ P (V ′e ).

(a) Partition P and P ′. (b) Angular sectors de-
fined in the proof of
Lemma 1.

Fig. 3. Partitions P and P ′, and s angle intervals.

Lemma 1 Let Ve and V ′e be speeds with V ′e < Ve, and
P (Ve) and P (V ′e ) the respective partitions of the reduced
space. Then, RS ⊂ R′S where RS ∈ P (Ve) and R′S ∈
P (V ′e ).

Proof: Let us consider the first quadrant. The rest of
the quadrants are analogous cases due to the symmetry
of the partitions. Regions RS\US∈ P (Ve) and R′S\US′
∈ P (V ′e ) are bounded, and are respectively delimited by
UP ∪ BS ∪ TS ∪ Y, and UP′ ∪ BS′ ∪ TS′ ∪ Y′, where
Y and Y′ are the line segments delimited by UP and the
points yc and y′c, respectively. The main idea is to prove
that UP⊂UP′, Y⊂Y′ and TS∪BS ⊂ R′S .

a) The angles S = cos−1(ρv) and S′ = cos−1(ρ′v) de-
limit the usable parts UP and UP′, respectively (see
Lemma 7 in Appendix A and Fig. 3(a)). Given that
V ′e < Ve, then ρ′v < ρv. Additionally, cosS′ < cosS,
which as we are in the first quadrant, implies that
S < S′. Therefore UP ⊂ UP′.

b) The points yc and y′c are defined as yc = l
Vmaxp

Ve
and

y′c = l
Vmaxp

V ′e
(see Lemma 5 in Appendix A). Given

that V ′e < Ve, it follows that yc < y′c. Hence, Y ⊂ Y′.
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c) The coordinates of TS and TS′ are given by

x(s) = l sin s− bρv cos s;

y(s) = b cot s+ l cos s− bρv
cos2 s

sin s
(9)

x′(s) = l sin s− bρ′v cos s;

y′(s) = b cot s+ l cos s− bρ′v
cos2 s

sin s
(10)

Equations (9) and (10) were obtained in [17], please
see that work for more details.

Let us consider the next angles according to Lem-
mas 8 and 9 in Appendix A:

s′c = tan−1 (ρdρ′v), sc = tan−1 (ρdρv),
S = cos−1 (ρv) and S′ = cos−1 (ρ′v).

Then, we have the next intervals: (See Fig. 3(b))
[0, sc′], (sc′, sc], (sc, S], and (S, S′]

i) Let s ∈ [0, sc′]. For TS, the optimal trajectory
for angle s reaches the y-axis at point yc starting
from the UP in retro-time (τ = tf − t) [15]. In
a similar manner, for TS′ the optimal trajectory
for an angle s reaches the y-axis at point y′c.
Given that yc < y′c, it follows that for such s, the
TS is below TS′, therefore TS is contained inR′S .

ii) Let s ∈ (sc′, sc]. Considering TS, the optimal
trajectory in retro-time for an angle s starting
from UP, reaches the y-axis at point yc, in time
τc < τs, where τs is the time at which the DDR
switches controls. If we extend this trajectory
beyond yc, then we have yc < y(s). Given that
ρ′v < ρv by Equations (9) and (10), we have that
y(s) < y′(s). Then yc < y′(s). Hence, in the
interval (sc′, sc] the TS is below TS′.

iii) Let s ∈ (sc, S]. Given that ρ′v < ρv, by Equa-
tions (9) and (10) we have that x(s) < x′(s) and
y(s) < y′(s), which implies that in the interval
s ∈ (sc, S], TS is below TS′.

iv) Let s ∈ (S, S′]. Given that the UP is delimited
by angle S, the trajectory with angle s does not
end (in retro-time) in the TS.

Therefore the TS ⊂ R′S
d) The BS is a line segment that starts (in retro-time)

in the frontier of the usable part (BUP) and ends
at point (x(S), y(S)), which results from evaluating
Equations (9) at angle S. Similarly, the BS′ starts at
BUP′ and it ends at (x′(S), y′(S)). Given that S < S′

and using Equations (9), it follows that the BS⊂ R′S .

Remark 2 If V ′e < Ve and P (V ′e ), P (Ve) are their corre-
sponding partitions, then the first quadrant of the reduced
space is divided in three regions: RS, R′S −RS and R′R
(see Fig. 4). The region R′S − RS contains those points
at which the pursuer control strategy is different for V ′e
versus Ve.

0.3

0.6

0.9

0.15

0.3

0.45

0.75

1.05

Fig. 4. Region R′
S −RS .

Next, we present our first result Theorem 1, which is a
result about existence. Nash equilibrium does not elab-
orate on the existence of a new strategy that improves
the payoff for a player that takes advantage of the devi-
ation of the other player from its optimal strategy; nei-
ther does it tell which extra information is needed in or-
der to apply the new strategy if it exists. Following this
line, through Theorem 1 we show that when the evader
deviates from its maximum potential speed, there exist
cases in which the pursuer can further reduce the cap-
ture time when it uses the instantaneous partition.

From the Nash property, if the evader deviates from
its maximum potential speed V maxe then the cap-
ture time shall not increase for a pursuer that follows
the partition generated by V maxe (the corresponding
pursuer strategy is called ΠP (Vmaxe ), and it was ob-
tained in [29]), that is: J(x(ts),ΠP (Vmaxe ),ΓP (Ve))
≤ J(x(ts),ΠP (Vmaxe ),ΓP (Vmaxe )). However, in Theo-
rem 1, another strategy for the pursuer is proposed,
namely, strategy ΠP (Ve), which under certain sce-
narios, further reduces the capture time compared
with ΠP (Vmaxe ), that is: J(x(ts),ΠP (Ve),ΓP (Ve)) <
J(x(ts),ΠP (Vmaxe ),ΓP (Ve)) ≤ J(x(ts),ΠP (Vmaxe ),ΓP (Vmaxe )).

Theorem 1 There exist scenarios where
J(x(ts),ΠP (Ve),ΓP (Ve)) < J(x(ts),ΠP (Vmaxe ),ΓP (Ve)).

Proof: We present a concrete scenario where strat-
egy ΠP (Ve) yields a smaller capture time than strategy

8



ΠP (Vmaxe ). Let us consider l = 1, b = 0.75, V maxp = 1,
V maxe = 0.6, and q1 = (0.8363, 0.6261), where l is the
DDR radius, b is the distance between the DDR cen-
ter and its wheels, and q1 is the initial location of the
system in the reduced space. Assume that the evader
moves with constant speed Ve = 0.3. Now, construct
partitions P (V maxe ) and P (Ve) corresponding to V maxe
and Ve respectively. Under these conditions, while the
DDR manages to capture the evader applying strategy
ΠP (Ve), strategy ΠP (Vmaxe ) does not manage to capture
the evader in the same time interval. In Fig. 5 it can be
seen that in the same time interval, applying strategy
ΠP (Ve) the DDR captures the evader (cyan trajectory)
while with strategy ΠP (Vmaxe ) it still does not (blue tra-
jectory).

0.5 0.6 0.7 0.8 0.9 1

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

1.1

TS'TS

UP

UP'

BS

BS'

q1

π

σ

Fig. 5. Example of Theorem 1.

Corollary 1 There exist innumerably many scenarios
such that strategy ΠP (Ve) yields a smaller capture time
than the capture time obtained while applying ΠP (Vmaxe ).

Proof: A whole set Ω of such scenarios can be built
in the next manner. Assume that the evader will be mov-
ing with a speed Ve(t) < V maxe , and that P (V maxe ) =
{RS , RR} and P (Ve) = {R′S , R′R}. Consider Ω as the set
of scenarios such that when the pursuer applies ΠP (Ve),
then x(t) is located inR′S\RS , ∀t ∈ [ts, tf ), and such that
tf (x(ts),ΠP (Ve),ΓP (Ve)) < tf (x(ts),ΠP (Vmaxe ),ΓP (Ve)).
A subset of Ω corresponds to scenarios where the sys-
tem initial state x(ts) is located in R′S \RS and Ve(t) is
constant.

Now we consider the particular case in which the evader
moves with a constant speed during all the play. More
specifically, in Proposition 1 and Proposition 2 we as-
sume that the current control of the evader, v1, corre-
sponds to a constant speed Ve < V maxe , however, strat-
egy ΠP (Ve) is the same non-anticipative strategy referred
above, hence, it still does not know the future actions
of the evader, that is, the pursuer does not know that
the evader’s speed will remain constant. Proposition 1

states that for that special case when the evader moves
to constant speed Ve, the pursuer strategy ΠP (Ve) is op-
timal, i.e. the one that reduces the most the capture
time, namely: V (x(ts)) = J(x(ts),ΠP (Ve),ΓP (Ve)). On
the other hand, Proposition 2 is a particular case of The-
orem 1 in which the evader moves at constant speed,
and states that for this specific setting, even under non-
anticipative strategies, it is guaranteed that by using
the instantaneous partition the pursuer cannot perform
worse than using the partition generated by V maxe .

Proposition 1 If the evader moves at all time at a con-
stant speed Ve, with 0 < Ve < V maxe , then V (x(ts)) =
J(x(ts),ΠP (Ve),ΓP (Ve)).

Proof: The motion strategy in Nash-equilibrium
ΠP (Vmaxe ), considers that the evader will move using the
boundary speed of its capabilities, that is V maxe . An
evader e that moves with a constant speed Ve during all
the play is equivalent to an evader e′ with V ′maxe = Ve,
that is to move at the new boundary speed of its capa-
bilities. Therefore, the corresponding optimal motion
strategy for the DDR to play against e′ is to apply
the controls dictated by partition P (Ve), which is what
strategy ΠP (Ve) exactly does. For the evader, the op-
timal controls are given by Equation (8) considering
V ′maxe = Ve (maximum available speed), yielding strat-
egy ΓP (Ve), which depends on the partition P (Ve)).
Therefore J(x(ts),ΠP (Ve),ΓP (Ve)) is the value of the
game V (x(ts)). The result follows.

Furthermore, ΠP (Ve) yields a smaller or equal capture
time than ΠP (Vmaxe ), which is proven in the following
proposition.

Proposition 2 If the evader moves at all time at
a constant speed Ve, with 0 < Ve < V maxe , then
J(x(ts),ΠP (Ve),ΓP (Ve)) ≤ J(x(ts),ΠP (Vmaxe ),ΓP (Ve)).

Proof: Strategy ΠP (Vmaxe ) for the pursuer, and
strategy ΓP (Vmaxe ) for the evader (considering that it
travels with speed V maxe ) are the Nash-equilibrium
strategies for this game [29], meaning that any unilat-
eral deviation of a player from the optimal strategies
does not provide it a benefit in its payoff J . In this game
the payoff is the capture time, so if the evader deviates
from speed V maxe while the DDR continues applying
ΠP (Vmaxe ), the evader can only perform worse, but not
better. Furthermore, by Proposition 1, under the re-
ferred scenario, ΠP (Ve) gives the optimal strategy for the
DDR, and the optimal strategy for the evader is ΓP (Ve)
with V ′maxe = Ve. Both strategies ΠP (Ve) and ΠP (Vmaxe )
can deliver only two possible controls, either move in
a straight line or rotation in place. Refer to Fig. 3(a).
When the two disagree in the delivered control, the one
yielding the smaller payoff is ΠP (Ve) because it delivers
the optimal control as stated in Proposition 1. When
the controls agree the payoff may be smaller or equal de-
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pending on the initial location of the evader. Under this
last scenario two cases might arise: one, that the evader
directly reaches the UP, and two, that strategy ΠP (Ve)
requires a switch on the optimal control before ΠP (Vmaxe )
does. In the first case, the time is equal for both ΠP (Ve)
and ΠP (Vmaxe ), and in the second case the time to cap-
ture is smaller for ΠP (Ve) than for ΠP (Vmaxe ). Hence,
J(x(ts),ΠP (Ve),ΓP (Ve)) ≤ J(x(ts),ΠP (Vmaxe ),ΓP (Ve)).

Nonetheless, there are also cases in which despite the
inclusion of more precise information, namely the in-
stantaneous evader speed Ve(t), the pursuer cannot im-
prove its payoff J , as it must apply the worst case strat-
egy ΠP (Vmaxe ), otherwise the capture of the evader is
no longer guaranteed. Lemma 2 presents a family of
pathological examples, such that when the pursuer at
time t instantaneously applies the controls dictated by
ΠP (Ve), then the evader capture is not guaranteed even
when the conditions mentioned in Remark 1 are met,
meaning that, the capture is possible applying the strat-
egy ΠP (Vmaxe ). Making use of Lemma 2 and other argu-
ments, we introduce Theorem 2, which says that under a
non-anticipative strategies framework, a pursuer strat-
egy that uses the instantaneous evader speed by itself,
does not guarantee to improve the payoff for the pursuer,
nor the capture of the evader.

Lemma 2 There exist scenarios where strategy ΠP (Ve)
makes the system indefinitely move in a cycle in the re-
duced space, avoiding the system to ever reach the UP.

Proof: In Fig. 6 we present a concrete scenario
where this happens. Assume that the evader’s speed will
take two possible values, V maxe and Ve, for some fixed
Ve, with 0 < Ve < V maxe . Let P (V maxe ) = {RS , RR} and
P (Ve) = {R′S , R′R} be the corresponding partitions to
such speeds, respectively. Also assume, that the barrier
does not close. Let q1 ∈ R′S \ RS be the starting point
of the play, and let us consider that the evader will start
moving with speed V maxe . Then, the DDR must apply
the controls given by strategy ΠP (Vmaxe ) while the evader
applies strategy ΓP (Vmaxe ), namely, the DDR must ro-
tate on site, hence, the system follows trajectory C2.
When the system is at q2, the evader changes its speed
to Ve and applies strategy ΓP (Ve). Therefore, the DDR
applies the controls given by strategy ΠP (Ve), that is,
the DDR moves in a straight line motion with maximum
speed. Then, the system follows trajectory C1, until it
reaches again q1. If this situation continues indefinitely,
then the evader avoids capture whether or not the bar-
riers in P (V maxe ) and P (Ve) are closed.

Note that Lemma 2 does not contradict Theorem 1. The-
orem 1 and Lemma 2 are results about existence. There
exist cases in which when the pursuer uses the instanta-
neous partition, that is ΠP (Ve), the pursuer can reduce
the capture time, compared with the Nash Equilibrium
strategy–Theorem 1–, but there are also cases in which

0.7 0.72 0.74 0.76 0.78 0.8 0.82 0.84 0.86 0.88

0.55

0.6

0.65

0.7

0.75

0.8

TS'
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UP'
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BS'

q1

q2

C2C1

Fig. 6. Example of Lemma 2.

the pursuer cannot reduce the capture time and even
worse, the evader escapes–Lemma 2.

Theorem 2 Consider that the pursuer has only access
to the evader’s instantaneous maximum speed Ve(t) (for
the current t) and its upper bound V maxe , further, the
pursuer does not know Ve(T) for T > t. Then, using
the instantaneous maximum speed Ve(t) alone, does not
guarantee to further reduce J(x(ts),ΠP (Vmaxe ),ΓP (Ve)),
nor the capture of the evader.

Proof: Let us assume that the evader is travel-
ling at a speed Ve < V maxe applying strategy ΓP (Ve).
Since the only information available to the pursuer is the
evader’s instantaneous speed Ve(t) and its upper bound
V maxe , then using the Isaacs methodology it is only pos-
sible to compute the instantaneous state space partitions
yielding the instantaneous pursuer strategy ΠP (Ve), or
to compute ΠP (Vmaxe ). Next, we proceed to give sets of
evader’s positions where applying ΠP (Ve) does not im-
prove the payoff J(x(ts),ΠP (Vmaxe ),ΓP (Ve)) for a pursuer
that applies ΠP (Vmaxe ).

Consider P (V maxe ) = {RS , RR} and P (Ve) = {R′S , R′R}.
By Lemma 1, in partition P (V maxe ) region RS is de-
limited by any other region R′S ∈ P (Ve). If over the
reduced space the evader is within region RS , strate-
gies ΠP (Vmaxe ) and (any) ΠP (Ve) dictate the same pur-
suer’s control, hence, the pursuer achieves capture in
both partitions travelling in a straight line. Therefore
for a pursuer that applies ΠP (Vmaxe ) there is no use
in considering the instantaneous speed Ve to reduce
J(x(ts),ΠP (Vmaxe ),ΓP (Ve)).

If the evader is within R′S \ RS , ΠP (Vmaxe ) dictates the
pursuer to travel in a straight line, and ΠP (Ve) that the
pursuer rotates on site. In R′S \RS is the place where the
pathological example described in Lemma 2 exists, and
the pursuer does not know if the evader will be changing
between speeds Ve(t) and V maxe . This indicates that in
R′S \RS the pursuer must opt for strategy ΠP (Vmaxe ), as
such strategy achieves capture for each evader’s speed Ve
bounded by V maxe (Remark 1), and considers the most
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restrictive partition (the partition with the smallest UP,
Lemma 1) as it is the only one that guarantees capture of
the evader in the worst case (evader traveling at V maxe )
when it is outside region RS . Thus, in R′S \RS the pur-
suer must not use strategy ΠP (Ve) and apply strategy
ΠP (Vmaxe ), that is, using the current instantaneous speed
Ve cannot reduce J(x(ts),ΠP (Vmaxe ),ΓP (Ve)), nor guar-
antee the evader’s capture.

If the evader is in R′R, the controls for the pursuer given
by strategies ΠP (Ve) and ΠP (Vmaxe ), are the same, which
make the pursuer to rotate on site. As a consequence the
instantaneous evader’s speed Ve is not useful to reduce
J(x(ts),ΠP (Vmaxe ),ΓP (Ve)). If the pursuer keeps rotating
on site it eventually takes the system to R′S \RS , which
takes us to region R′S \ RS analysed above, or to the
universal surfaces where the strategies agree that the
pursuer must travel on a straight line, hence the evader’s
speed Ve can be discarded.

The past analysis is exhaustive in the possible regions
where the evader might be, hence the evader’s instan-
taneous speed Ve(t) by itself cannot be used to improve
J(x(ts),ΠP (Vmaxe ),ΓP (Ve)). Note, that the same analysis
can be applied for any Ve < V maxe . The result follows.

Theorem 2 is an exhaustive analysis of all the possi-
ble regions where the evader might be. We proved that
in some regions, the capture time cannot be further re-
duced by applying ΠP (Ve) against applying ΠP (Vmaxe ),
so ΠP (Vmaxe ) is selected. In other regions, regions where
the scenarios given in Theorem 1 might take place (sce-
narios where ΠP (Ve) does improve the capture time),
the possible improvement yielded by ΠP (Ve) is overshad-
owed by the possibility that the pathological scenarios in
Lemma 2 might happen, hence, strategy ΠP (Vmaxe ) must
be applied in order to guarantee capture. Because strat-
egy ΠP (Ve) is non-anticipative and therefore it cannot
foresee the evader’s behaviour, it is unable to discern if
the actual play corresponds to a scenario like the one in
Theorem 1 or the one in Lemma 2, so ΠP (Vmaxe ) is used
instead. In conclusion, in every region ΠP (Vmaxe ) must be
used instead of ΠP (Ve), and strategy ΠP (Ve), despite of
using more precise information (evader’s current maxi-
mum speed), cannot be used due to its non-anticipative
nature; this shows that an increment in information does
not always translate into a gain in the game payoff. Fur-
ther, the only information required for the pursuer is
the evader’s location. In the section below, we show how
to obtain the evader’s location directly from an image,
without its estimation on the state space.

Although knowing the instantaneous evader speed does
not always guarantee the capture of the evader un-
der non-anticipative strategies, the case of anticipative
strategies opens a research subject, in which the opti-
mal strategies may be different from ΠP (Vmaxe ) for the
pursuer and ΓP (Vmaxe ) for the evader. The guarantees

presented in Proposition 1 and Proposition 2, which
consider an evader’s constant speed scenario, were at-
tainable since the non-anticipative strategy ΠP (Ve) is
able to consider the actual value of the evader’s maximal
speed Ve(t), and Ve(t) remains constant, then ΠP (Ve)
is equivalent to applying an anticipative strategy. It
remains to be investigated how to generally extend the
Isaacs’ methodology [15] to anticipative strategies when
the players’ controls change with time, which by Propo-
sition 1 and Proposition 2 looks promising. We propose
it as future work.

6 Motion Strategy based on the Image Space
with an Omnidirectional Camera

In this section, we will assume that the DDR is equipped
with an omnidirectional camera. Next, we will provide a
feedback motion strategy for the DDR pursuer that uses
the evader’s location directly from images taken by the
camera.

6.1 Generic Model for Omnidirectional Cameras

A vision system is called central when the sensed rays of
light are intersected in a single point, called the center
of projection. Some examples of a central vision system
are: (1) Perspective cameras also called pinhole (they
are conventional cameras), (2) some Fish-eye cameras
(the field of view of this system is larger than the one in
perspective cameras) and (3) Omnidirectional catadiop-
tric cameras or central catadioptric systems; these sys-
tems are based on light reflection and the use of curved
mirrors (the field of view of this system is 360 degrees).
In the central catadioptric systems, the mirrors play an
important role. The shape of the mirror determines the
projection of a point in the space over the image plane.
The mirror can be of different types. The more common
are the parabolic and hyperbolic ones. In this subsection,
we will apply the generic model of projection proposed
in [12].

Let us consider the set (R3)∗ = R3−{(0, 0, 0)}, the unit
sphere centered on the origin S2 = {(x, y, z) ∈ (R3)∗ :
‖(x, y, z)‖ = 1} and the image plane Ωψ := {(x, y, z) ∈
R3 : z = −ψ}. Over the plane Ωψ we project points of
R3 (see Fig. 7). Let us first define πS2 : (R3)∗ → S2 by
πS2(p) = p

‖p‖ . Then πS2 projects each point p ∈ (R3)∗

onto the sphere S2.

On the other hand, let us select a point pξ = (0, 0, ξ) with
ξ ∈ [0, 1]. Let Sξ := {(x′, y′, z′) ∈ S2 : −1 < z′ < ξ}.
For each s = (x′, y′, z′) ∈ Sξ consider the ray that passes
from the point pξ through s. This ray intersects to Ωψ at
a single point. Thus, this defines a function πΩψ : Sξ →

Ωψ given by πΩψ (s) =
(
x′(ξ + ψ)
ξ − z′

,
y′(ξ + ψ)
ξ − z′

,−ψ
)

.
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Finally, the composition πξ,ψ = πΩψ ◦ πS2 , projects
points of (R3)∗ onto the image plane Ωψ. Since πΩψ de-
pends on the point pξ, hence the domain of πξ,ψ is the
set D(πξ,ψ) = {(x, y, z) ∈ (R3)∗ : z

‖p‖ < ξ}. Thus, if
p = (x, y, z) ∈ D(πξ,ψ), then

πξ,ψ(p) = (πΩψ ◦ πS2)(p)
= πΩψ (πS2(p))

= πΩψ

(
x

‖p‖ ,
y

‖p‖ ,
z

‖p‖

)
=
(

x
‖p‖ (ξ + ψ)
ξ − z

‖p‖
,

y
‖p‖ (ξ + ψ)
ξ − z

‖p‖
,−ψ

)

=
(
x(ξ + ψ)
ξ‖p‖ − z ,

y(ξ + ψ)
ξ‖p‖ − z ,−ψ

)

Thus, in the composition of the two projections we have
coordinates: x̄ = x(ξ + ψ)

ξ‖p‖ − z
, ȳ = y(ξ + ψ)

ξ‖p‖ − z
and z̄ =

−ψ.

Observation 6.1

(1) The function πξ,ψ : D(πξ,ψ) → Ωψ is not bijective,
since πS2 and πΩψ are not injective (one-to-one)
and surjective (onto) respectively.

(2) It is possible to obtain a bijective function from
πξ,ψ, restricting the domain and codomain in the
following way: Let be Ωz0 := {(x, y, z0) ∈ R3 :
for a fixed z0} and ΩIm := {q ∈ Ωψ : q = πξ,ψ(p)
for some p ∈ Ωz0}. Thus f : Ωz0 → ΩIm defined by
f(p) = πξ,ψ(p) is a bijection.

The parameters to get the parabolic and hyperbolic pro-
jections given in [12] are:

Parabolic Hyperbolic

(ξ, ψ) (1, 2dfv − 1)
(

d√
d2+4d2

fv

,
d(1−2dfv)√
d2+4d2

fv

)

In both cases, dfv is the distance from the focus of the
mirror to its vertex. In the case of a hypercatadioptric
camera, d determines the distance between the focus
of the mirror and the optical center of the perpective
(conventional) camera that gets the image. Fig. 8 shows
the paraboloid and hyperboloid projection of the critical
curves on the reduced space.

6.2 Problem Statement

The differential drive robot (DDR) is equipped with an
omnidirectional camera placed in the center of the disc
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Fig. 8. Parabolic and Hyperbolic projections of the reduced
space.

shaped DDR surface, at height a (see Fig. 9). The dis-
tance to the optical center of the pinhole camera is mea-
sured from this location (center of the disc shaped robot
surface).

We denote ΩRS to the reduced space and we shall define
π : ΩRS → ΩIm as in Observation 6.1. The set ΩIm
is called the image space. The objective is to define a
feedback image-based motion strategy from ΩIm via π
such that it is congruent with a motion strategy based
on the states over ΩRS [17].

We will assume three local reference frames: (XYZ)0,
(XYZ)cam, (XYZ)RS (see Fig. 9). The first one with
origin at O0, the focus of the mirror of the omnidirec-
tional camera. The origin of the second one Ocam is lo-
cated in the camera’s optical center. Finally, the third
one with origin ORS is located on the center of the sur-
face of the disc shaped DDR. We assume that the three
local reference frames are aligned, and that (XYZ)0 and
(XYZ)RS are translated over the axis Z0, (XYZ)cam
with z = −d and (XYZ)RS with z = −(a + d). Let
be z0 = −(a + d), thus, the reduced space is the plane
ΩRS := (XY)RS = {(x, y, z) ∈ R3 : z = z0}.

Note 1 Given that z0 is fixed, if p ∈ ΩRS then we will
write p = (x, y) instead of p = (x, y, z0), but considering
z0 in the calculations.

6.3 A Solution

For a pursuer equipped with an omnidirectional cam-
era the projection of the (x, y) coordinates of the evader
are available in the image. However, note that the crit-
ical curves delimiting the regions defining the pursuer’s
strategy are not observable in the image. Furthermore,
even if the curves delimiting regions would be observ-
able, there is no guarantee that in the image, the per-
ceived world, “distorted” due to the nonlinear projection
of the omnidirectional camera, would preserve the state
(x, y) within the correct “distorted” regions. In Theo-
rem 3, we shall prove that the location of the evader on
the image can be directly used by the pursuer to define
its motion strategy. That is, the pursuer is able to apply
its motion strategy using the image without explicitly
reconstructing the evader position.

12



Fig. 7. Scheme of the generic model of a central camera.

Let us start with the following proposition and recall
that in the reduced space all the orientations are mea-
sured with respect to the positive y-axis. Thus, given a
point p = (x, y) ∈ ΩRS , its polar coordinates are defined
by p = (r, φ) = (

√
x2 + y2, tan−1(xy )).

The following proposition, establishes that the angular
measure of the evader position is the same in both, on
the reduced space and on the image space.

Proposition 3 If p̄ = π(p) ∈ ΩIm , then the polar
coordinates of p̄ are given by

p̄ = (r̄, φ̄) =
(

r(ξ + ψ)
ξ
√
r2 + z2

0 − z0
, φ

)
.

Proof. First we prove that r̄ = r(ξ+ψ)
ξ
√
r2+z2

0−z0
.

We have p̄ = (x̄, ȳ) =
(

x(ξ+ψ)
ξ
√
x2+y2+z2

0−z0
, y(ξ+ψ)
ξ
√
x2+y2+z2

0−z0

)
=

(
x(ξ+ψ)

ξ
√
r2+z2

0−z0
, y(ξ+ψ)
ξ
√
r2+z2

0−z0

)
.

Then

r̄ =
√
x̄2 + ȳ2 =

√
x2(ξ+ψ)2

(ξ
√
r2+z2

0−z0)2
+ y2(ξ+ψ)2

(ξ
√
r2+z2

0−z0)2
=√

(x2+y2)(ξ+ψ)2

(ξ
√
r2+z2

0−z0)2
=
√
x2+y2

√
(ξ+ψ)2√(

ξ
√
r2+z2

0−z0
)2

= r|ξ+ψ|
|ξ
√
r2+z2

0−z0|
.

As ξ ∈ [0, 1] and ψ ≥ 0, then |ξ + ψ| = ξ + ψ.

On the other hand, |ξ
√
r2 + z2

0 − z0| = |ξ
√
r2 + z2

0 +
(−z0)|. Since z0 = −(a + d) where a and d are positive
numbers, thus −z0 > 0. Then ξ

√
r2 + z2

0 + (−z0) > 0.
|ξ
√
r2 + z2

0+(−z0)| = ξ
√
r2 + z2

0+(−z0) = ξ
√
r2 + z2

0−

z0. Hence

r |ξ + ψ|
|ξ
√
r2 + z2

0 − z0|
= r (ξ + ψ)
ξ
√
r2 + z2

0 − z0
.

Now we prove φ̄ = φ.

One has that tan(φ̄) = x̄
ȳ =

x(ξ+ψ)

ξ
√
r2+z2

0 −z0
y(ξ+ψ)

ξ
√
r2+z2

0 −z0

= x
y = tan(φ).

Hence φ̄ = φ �

Now, we will prove that the function that defines the
projection of the location of a point in the reduced space
is strictly increasing with respect to r.

Lemma 3 Let be R≥0 := {x ∈ R : x ≥ 0}, g : R≥0 →
R≥0 defined by g(r) = r(ξ+ψ)

ξ
√
r2+z2

0−z0
. Then g is strictly

increasing.

Proof. The derivative d
drg(r) is given by

d

dr
g(r) = (ξ + ψ)ξ

√
r2 + z2

0 − z0 − r2ξ(r2 + z2
0)−1/2

(ξ
√
r2 + z2

0 − z0)2
.

It is clear that d
drg(r) > 0 if and only if

ξ
√
r2 + z2

0 − z0 − r2ξ(r2 + z2
0)−1/2 > 0

namely, if and only if,(
ξ(r2 + z2

0
)1/2 − z0)(r2 + z2

0)1/2 − r2ξ

(r2 + z2
0)1/2 > 0

if and only if

(ξ(r2 + z2
0)1/2 − z0)(r2 + z2

0)1/2 − r2ξ > 0
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Fig. 9. Local reference frames and the DDR.

if and only if

ξz2
0 − z0(r2 + z2

0)1/2 > 0

Since −z0 > 0 it follows that −z0(r2 + z2
0)1/2 > 0. Then

ξz2
0−z0(r2 +z2

0)1/2 > 0. Thus dg
dr is strictly positive and

hence, g is strictly increasing. �

Proposition 4 Let be p1 = (r1, φ) and p2 = (r2, φ) two
points in ΩRS, and p̄1 = (r̄1, φ), and p̄2 = (r̄2, φ) their
respective projections on the image space. Then r̄1 < r̄2,
if and only if, r1 < r2 .

Proof. By Proposition 3 we have that for any p = (r, φ) ∈
ΩRS , its projection is given by p̄ = (r̄, φ), where r̄ =
r (ξ+ψ)

ξ
√
r2+z2

0−z0
. Let us note that r̄ = g(r) where g is the

function defined in Lemma 3. So, for p1 = (r1, φ) and
p2 = (r2, φ) in ΩRS , since g is strictly increasing, the
conclusion follows. �

It is important to note that in the Proposition 4 both p1
and p2 lie on the same straight line in the reduced space
passing through the origin ORS since both points have
the same coordinate φ. In the same way their respective
projections are on the same straight line on the image
space passing through the origin OIm.

Note 2 We now recall some concepts previously defined
in [17]:

• For a given point (r, φ) ∈ BS, Lemma 11 in Appendix
A tells us that r = rB where rB is given in the same
lemma. Let us note that the value of rB depends on the
value of φ.

• The angle of the frontier point between the transition
surface and the barrier is denoted by φTS.

• The angle φB is equal to the angle S, which determines
the usable part and the point where the barrier begins
in retro-time.

Observation 6.2

(1) If F (r, φ) = 0 denotes Equation (A.2) in Lemma 10
in Appendix A, and for each φ ∈ (0, φTS) we define
Fφ(r) = F (r, φ), then Fφ(r) = 0 is a polynomial
equation of degree four, where φTS is the orientation
in the reduced space delimiting the transition surface
TS and the barrier BS.

(2) IfRφ is the set of all positive roots of Fφ(r) = 0, that
is, Rφ := {r > 0 : Fφ(r) = 0}, then it is clear that:
(a) Rφ 6= ∅ by construction of the transition surface

(see [29] for details).
(b) Rφ has at most four elements.
(c) There exists a unique rφ ∈ Rφ such that

(rφ, φ) ∈ TS.
(d) If r ∈ Rφ then r > l where l is the robot’s radius.

For any angle φ ∈ (0, φTS), the following lemma tells us
what is the radius rφ such that the point (rφ, φ) is on
the transition surface. Besides, this radius is unique.

Lemma 4 Let be φ ∈ (0, φTS), then rφ := min{r : r ∈
Rφ} is such that (rφ, φ) ∈ TS.

Proof: Recall that from [29] for each angle s ∈ (0, S) the
retro-time straight line trajectories in the reduced space
beginning on the UP are defined by

x(τ) = −τV maxe sin s+ l sin s
y(τ) = −τV maxe cos s+ τV maxp + l cos s

(11)
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Moreover, if s ∈ [0, tan−1(ρv, ρd)] then the trajec-
tory reaches the y-axis at τc = l/V maxe . If s ∈
(tan−1(ρv, ρd), S) then the retro-time straight line tra-
jectory ends at τs = b cos s

Vmaxp sin s .

Now let be p = (rφ, φ). If Rφ has a unique element
then the result is clear. Let us assume that there exists
r ∈ Rφ, such that r > rφ and p′ := (r, φ) ∈ TS (see
Fig. 10). Then p ∈ RS . So, for some angle s ∈ (0, S) the
retro-time straight line trajectory αs(τ) := (x(τ), y(τ))
defined by s contains the point p, that is, p = αs(τp)
for some τp.

Since p is not an extreme point of αs, we have two cases:

(1) If s ∈ [0, tan−1(ρv, ρd)] then τp < τc.
(2) If s ∈ (tan−1(ρv, ρd), S) then τp < τs.

In both cases we have τp < τs.

On the other hand, equation F (ρ, φ) = 0 in Lemma 10 of
Appendix A, was constructed in [17]. By this construc-
tion, the unique point of the trajectory αs that satisfies
equation F (ρ, φ) = 0 is the final point of the trajec-
tory given when τ = τs, that is, the point αs(τs). Thus
F (p) = F (rφ, φ) 6= 0. Then Fφ(rφ) 6= 0, which contra-
dicts that rφ ∈ Rφ. Therefore the conclusion follows. �

Fig. 10. The point p = (rφ, φ) cannot be in the region RS.

The partition of the first quadrant of ΩRS contains re-
gions RR and RS (see Fig. 2(b)). These regions are
equivalent classes defined by the controls. Thus, two
points are related if and only if they have assigned the
same control. In this way, all the points in region RR
have assigned the controls (u1, u2) = (+V maxp ,−V maxp ),
while the points in region RS have assigned the controls
(u1, u2) = (+V maxp ,+V maxp ).

In the following theorem, we propose a feedback motion
strategy based on the image space, that is congruent

with the motion strategy obtained in [17]. The motion
strategy below is for the first quadrant of the reduce
space; there are analogous motion strategies for the other
quadrants.

Theorem 3 Let be p̄ = (r̄, φ) ∈ ΩIm. The optimal con-
trols for the DDR in the first quadrant of ΩIm are:

u1 = +V maxp

u2 = −V maxp

if


φ ∈ (0, φTS) and r̄ ≥ g(rφ)
φ ∈ [φTS , φB ] and r̄ > g(rB)
φ ∈ (φB , π2 ] and r̄ ≥ g(l)

u1 = +V maxp

u2 = +V maxp

if
{
φ ∈ (0, φTS) and r̄ < g(rφ)
φ ∈ [φTS , φB ] and r̄ < g(rB)

where g(r) = r(ξ+ψ)
ξ
√
r2+z2

0−z0
is the function in Lemma 3.

Proof: Let us start by observing that the strategy is
well defined, that is, given a point p̄ ∈ ΩIm, there ex-
ists a unique pair of controls u = (u1, u2) associated to
p̄. Since π : ΩRS → ΩIm is a bijection, there exists a
unique p = (r, φ) ∈ ΩRS such that π(p) = p̄.

Let us consider the different possible intervals of the
values of φ. We have three possibilities:

(1) The interval φ ∈ (0, φTS) delimits the transition
surface TS. By Lemma 4, There exists rφ such that
(rφ, φ) ∈ TS.
(a) If r̄ ≥ g(rφ) then by Proposition 4 we have r ≥

rφ, which implies that p ∈ RR if r̄ > g(rφ) or
p ∈ TS if r̄ = g(rφ). Then the associated con-
trols to p̄ are u1 = +V maxp and u2 = −V maxp .

(b) If r̄ < g(rφ) then r < rφ, which implies p ∈
RS . Therefore the associated controls to p̄ are
u1 = +V maxp and u2 = +V maxp .

(2) The interval [φTS , φB ] delimits the barrier BS. By
Lemma 11 in Appendix A, there exists rB such that
(rB , φ) ∈ TS. Analogously to previous case, the
associated controls to p̄ are
(a) u1 = +V maxp and u2 = −V maxp if r̄ > g(rB).
(b) u1 = +V maxp and u2 = +V maxp if r̄ < g(rB).

(3) In the interval φ ∈ (φB , π2 ], we only have the option
r̄ ≥ g(l). Then r ≥ l and hence p ∈ RR. Therefore,
the associated controls to p̄ are u1 = +V maxp and
u2 = −V maxp . �

In Theorem 3, we have proved that the location of the
evader on the image can be directly used by the pur-
suer to define its motion strategy. That is, the pursuer is
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able to apply its motion strategy using the image with-
out reconstructing the evader’s position. Thus, we have
developed a fully image-based control law.

This method has the following advantages compared
with the one given in [17]: It requires less computations
and it does not need to observe seven points on the
evader, which is required by the estimation based on the
1-D trifocal tensor, hence, it is more robust to occlusions
and noise in the image.

6.4 A Commutative Diagram of the Congruent Motion
Strategies

The robot is equipped with an omnidirectional camera
(which can be considered an instance of the abstract
sensor in the context of [20]), such that π : ΩRS → ΩIm,
where ΩIm is the observation in the image space and
ΩRS the reduced space. Let U be the control space, let
πRS : ΩRS → U , and πIm : ΩIm → U be the robot
motion strategies with feedback based on ΩRS and ΩIm
respectively.

In this work, we have shown that the proposed feedback
motion strategy based on the image space is congruent
with the feedback motion strategy obtained in [17] based
on the state space, yielding the following commutative
diagram.

ΩRS

πRS

!!

π //ΩIm

πIm

��
U

7 Conclusions and Future Work

In this paper, we have analysed a pursuit-evasion game
in which the set of admissible controls of the evader
varies with time. From the Nash property it follows that
if the evader deviates from its maximum potential speed,
then the capture time shall not increase for a pursuer
that follows a motion strategy generated based on the
maximum potential evader’s speed. However, in our first
result, we have proposed another strategy for the pur-
suer that for certain scenarios, further reduces the cap-
ture time compared with the strategy in Nash Equilib-
rium (based on the maximum potential evader’s speed).
In our second result, we have shown that, under non-
anticipative strategies, a pursuer strategy that uses the
instantaneous evader speed, does not always guarantee
to improve the payoff for the pursuer, nor the capture of
the evader. Hence, we concluded that the evader’s loca-
tion is the relevant information for the pursuer to know.
Finally, in our third result we have shown that the loca-
tion of the evader on the image can be directly used by

the pursuer to define its motion strategy, in spite of the
distortion of the state space suffered on the image. That
is, the pursuer is able to apply its motion strategy using
the image without explicitly reconstructing the evader’s
position.

In an actual implementation of the pursuer control law,
sensor errors can produce chattering [33] in the transi-
tions between regions, we believe that a hysteresis fil-
tering on the sensor reading might alleviate the issue,
however, this issue is out of the scope of the paper and
we propose as future work to analyse it in detail. Also as
future work, we will include acceleration bounds in the
solution of this problem. Finally, we would like to anal-
yse under what settings anticipative strategies [10] do
improve the pursuer’s payoff when the players’ control
sets vary with time.
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A Previous supporting results

In this appendix, we present some lemmas and theorems
which are used in this work. Theorem 4 and Lemmas
5, 6, 7, 8 and 9 were obtained in [29] and Lemmas 10,
11 and Theorem 5 were obtained in [17]. For the proofs
of these theorems and lemmas please see [29] and [17].
The retro-time is denoted τ = tf − t, in which tf is the
termination time of the game and t the current time.

Theorem 4 If ρv < | tanS|/ρd the DDR can capture
the evader from any initial configuration in the playing
space. Otherwise the barrier separates the playing space
into two regions, one of them contiguous to the UP. The
DDR can only force the capture in the region contiguous
to UP, in which case, the DDR follows a straight line in
the realistic space when it captures the evader.

Lemma 5 The trajectories in Eq. (A.1) that reach the
y-axis in the first quadrant, reach it at y = l/ρv.

x(τ) = −τV max
e sin s+ l sin s

y(τ) = τ(−V max
e cos s± V max

p ) + l cos s (A.1)

Lemma 6 The DDR switches controls and it starts a
rotation in place in the realistic space, at τs = | b cos s

V max
p sin s |.

If s ∈ [0, π], u∗2 switches first, otherwise u∗1 does.

Lemma 7 The barrier consists of a straight line seg-
ment, and it intersects the y-axis in the first quadrant if
ρv ≥ | tanS|/ρd where S = cos−1(ρv) is the angle at the
BUP.

This Lemma implies that for S = cos−1(Ve/Vp) then
τ = (b cosS)/(Vp sinS).

Lemma 8 The retro-time trajectories reaching the
y-axis in the first quadrant have an orientation
s ∈ [0, tan−1(ρvρd)] at the UP.

Lemma 9 The straight lines trajectories that have an
orientation
s ∈ (tan−1(ρvρd), cos−1(ρv)] in the UP of the first quad-
rant terminate when the DDR switches controls.

Lemma 10 If the right term in the following equation
is larger than 0, then the state is above the transition
surface, that is, it is in region RR.

17



0 = r4 sin2(φ) cos2(φ) + r4 sin4(φ) + 2br3 sin3(φ)
+b2r2 sin2(φ)− ρ2

vb
2r2 cos2(φ) + 2ρvblr2 sin(φ) cos(φ)

+2ρvb2lr cos(φ)− l2r2 sin2(φ)− 2bl2r sin(φ)− l2b2.
(A.2)

Lemma 11 If (r, φ) ∈ BS then

r = rB =
V maxp lsin(S)

V maxp sin(φ)− V maxe sin(φ− S) (A.3)

Theorem 5 The optimal controls for the pursuer are

(1) u1 = +V maxp , u2 = −V maxp if (r, φ) ∈ RR, or equiv-
alent:
(a) φ ∈ (0, φTS) and Equation in Lemma 10 ≥ 0 or
(b) φ ∈ [φTS , φB ] and r > rB or
(c) φ ∈ (φB , π2 ] and r ≥ l.

In the other case, the optimal controls are
(2) u1 = +V maxp , u2 = +V maxp if:

(a) φ ∈ (0, φTS) and Equation in Lemma 10 < 0 or
(b) φ ∈ [φTS , φB ] and r < rB
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