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Abstract— In this paper, we present a complete algorithm
for exploration of unknown environments containing disjoint
obstacles with multiple robots. We propose a distributed
approach considering two main cases. In the first one, the
obstacles are distinguishable, i.e., each obstacle is uniquely
identifiable, which can be imagined as each obstacle having
a different color, and in the second case, the obstacles are not
distinguishable. Two possible applications of our algorithms
are: 1) Search of a static object in an unknown environment.
2) Damage verification in unknown environments composed
by multiple elements (e.g. buildings). The main contributions
of this work are the following: 1) The algorithms guarantee
exploring the whole environment in finite time even though
each robot does not have full information about the part of
the environment explored by other robots. 2) The method
only requires limited communication between the robots. In
both cases distinguishable and indistinguishable obstacles, the
robots communicate only at rendezvous. 3) The algorithm scales
well to hundreds of robots and obstacles. We tested in several
simulations the performance of our algorithms for both cases,
in terms of the distance traveled by the robots.

I. INTRODUCTION

This work deals with the problem of exploring an un-
known environment composed by disjoint obstacles with
multiple robots. We propose a distributed method for robots
with limited communication capabilities, a robot does not
have full information about the part of the environment
explored by other robots.

A. Previous work

This work is related to the problems of exploration and
mapping [1], coverage [2], [3], object search [4], [5], [6] and
robot rendezvous [7]. The problem of exploring an unknown
environment for searching one or more recognizable targets
is considered in [4]. That method assumes limited sensing
capabilities of the robot and the environment is represented
in the so-called boundary place graph, which records the
set of landmarks. The work presented in [6] proposed the
Gap Navigation Tree (GNT) for navigation of a point robot
without using the robot coordinates. The GNT can be consid-
ered as a topological map. The GNT differs from previous
approaches in that it is a local representation, defined for
the current position of the robot, rather than a global one.
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The work in [6] also presented a method to explore a simply
connected environment to find and encode a landmark or
object in the GNT (to later come back to it). The method
proposed in [8] extends the work in [6] to a disc shaped
differential drive robot, that method guarantees exploring the
whole environment or the largest possible region of it. The
disc robot is able to find a landmark and encode it in the
GNT or declare that an exploration strategy for this objective
does not exist. The work in [5] addresses the problem of
continuous sensing for finding an object, whose unknown
location is characterized by a probability density function.

Some exploration strategies use frontier-based exploration,
originally proposed by Yamauchi in [9]. In frontier-based
exploration, the robot goes to the imaginary line that divides
the known and unknown parts of the environment. Some
works have proposed multi-robot exploration and mapping
[10], [1]. In [1], the map is represented using an occupancy
grid and the possible locations for the next exploration
step are defined over cells lying on the border between the
known and unknown space. In [10], the authors proposed
a multi-robot exploration strategy in which instead of fron-
tiers, the authors use a segmentation of the environment to
determine exploration targets for the individual robots. This
segmentation improves the distribution of the robots over the
environment. In [11], the authors propose a method for multi-
robot exploration based on Decentralized Markov Decision
Process (Dec-MDP).

In [12], the authors proposed distributed algorithms for the
construction of a triangulation using a multi-robot system.
The authors apply the approach to exploration, coverage and
surveillance by a swarm of robots with limited individual
capabilities. Some important differences between this paper
and the one in [12] are the following: In [12] a triangulation
to cover the environment is done over the free space, it is
done over the obstacles. In [12] the robots are used as nodes
of the triangulation to cover the free space while in this work
the triangulation is required to prove that all obstacles shall
be visited by the robots. In this work, we consider multiple
connected environments while in [12] the authors considered
simply connected environments.

In this paper, the robots follow the obstacles’ boundaries,
this makes this work related somehow to bug algorithms.
In [13], the authors compared the performance of several
bug algorithms in terms of different criteria, for instance the
distance traveled to reach a goal. However, in [13] the authors
did not analyze the performance of multi-robot systems for
the task of covering an environment. The work in [13] neither
studied the effect of limited communication among the robots
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and how this affect the distance that the robots need to travel
in order to cover the environment. In this paper, we study
those issues.

B. Main contributions

The main contributions of this work are the following.
We propose distributed algorithms that guarantee a complete
exploration of the environment in finite time by a team of
robots under two general constraints:

1) The robots do not have full information about the
regions being explored by other members of the team.

2) The communication between robots is limited.
We study the problem under two different settings:

• The obstacles are distinguishable. In this case, the
robots can only communicate at rendezvous. We made
experiments to find tradeoffs in terms of the distance
traveled by all robots when they follow two strategies:
1) The robots gather during the exploration to share
information about the remaining unexplored obstacles
avoiding redundant assignations. 2) The robots explore
the environment without sharing information.

• The obstacles are indistinguishable. In this case, the
robots also can only communicate at rendezvous.

II. PROBLEM FORMULATION

A team of robots is moving in an unbounded unknown
environment E with a finite number of polygonal obstacles.
The robots are modeled as points in E. Let ∂E denote
the boundary of obstacles. All robots are initially located
at some vertex in ∂E. The goal is to navigate the entire
environment and distribute this task among the elements of
the team. Each robot has an abstract sensor that is able to
detect and track discontinuities in depth information when it
moves in contact with ∂E. First, we assume that the robots
are able to group those discontinuities by the obstacle that
generates them, and later on, we consider the case when
this information is not available. To explore the environment,
the robots make use of the bitangents. The robots have no
initial knowledge of E and they are no capable of building an
exact map of the environment. They also lack of sensors that
might be used to estimate their positions in E. We assume
that each robot has an ordered unique identifier. In the case
of distinguishable obstacles, we suppose that the robots are
equipped with visual sensors that are able to differentiate the
obstacles using their colors or any other visual characteristic.
We also presume that the robots are equipped with sensors
that are able to detect bitangents, for example, a laser-
range finder measuring depth-distance discontinuities. For
the indistinguishable case, we only assume that the robots
are able to detect bitangents.

III. DISTINGUISHABLE OBSTACLES

In this section, we describe our first approach to solve the
problem. We make the slightly strong assumption that each
obstacle is uniquely identifiable, which can be imagined as
each component having a different color.
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Fig. 1. Graphical description of the exploration strategy for distinguishable
obstacles.

A. General setup

Suppose there are n robots and m distinguishable obsta-
cles in E. We assume that the robots can only communicate
to each other at rendezvous. Each robot is denoted as ri
where i = 1, . . . , n and each obstacle as Oj where j =
1, . . . ,m. Recall that all robots are initially located at the
vertex of one obstacle.

B. Obstacle exploration

The robot with the lowest id in the team is selected
as a scout robot and its task is to explore the current
obstacle. From the initial location, the scout robot follows the
boundary of the obstacle storing the sequence of bitangents
detected by its sensors in angular order of appearance. It
may be possible to find more than one bitangent between
two obstacles. In this case, the robot considers only the first
occurrence in angular order. The scout keeps track of the
obstacles that it has detected using a stack Di. Once the
scout robot has completely circumnavigated the boundary of
the obstacle it shares Di with the rest of robots located at
the same obstacle.

Since the scout robot has no knowledge of its location in
the environment, it makes use of a unique distinguishable
marker to keep track of the first contact with an obstacle.
If by following the boundary the marker is found again,
this indicates that the obstacle has been circumnavigated
completely. Before visiting a new obstacle the scout robot
always picks its marker.

C. Obstacle assignation

To visit the unexplored obstacles in Di the robots follow
the next strategy. Let |Dne

i | be the number of unexplored
obstacles in Di. If |Dne

i | < n then k ∈ N robots are assigned
to each unexplored obstacle in Di, where n = k|Dne

i | + l
and l < |Dne

i |. The remaining l robots are equally distributed
among the unexplored obstacles. Note that each unexplored
obstacle in Di is visited by a team of at most k + 1 robots.
If |Dne

i | > n, then each robot is assigned to a different
unexplored obstacle in Di. In this case, the robots start a
somewhat independent exploration of E.
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Fig. 2. An environment with distinguishable obstacles. The robots compute
the obstacles that are visible from their initial location (black circle). One
robot sourrounds O1 in counter-clockwise direction detecting new obstacles
in E. The gray circle indicates the locations where a new obstacle is detected
using the bitangents generated by the obstacles.

Before departing from the current obstacle, all robots mark
the obstacles in their stacks that are going to be visited by
each one of the teams. This helps to avoid that one team
explores again an obstacle already assigned to other team.
Once the teams reached the assigned obstacles, the procedure
described before is applied again.

D. Representation of the strategy

A graphical description of the exploration strategy is
shown in Figure 1. The proposed strategy can be represented
using a tree. Each node in the tree contains information
about the visited obstacle, the assigned team members, and
the stack of those member after exploring the obstacle. The
childs of the node represent the unexplored obstacles that are
visited from that node. An example of the strategy and its
tree-based representation is presented in Subsection III-F.

E. Backtracking

To reduce the possibility of visiting the same obstacle
several times, we propose the following strategy. The robots
are constrained to gather at the root node once the tree has
reached at most a given height k. After all robots have arrived
to the root node, they share their information about the
obstacles. Later, the robots continue visiting the unexplored
obstacles using the strategy described above to create teams
(see Fig. 1). Experiments varying k and showing the behavior
of the strategy are presented in Section VI.

F. Example

Figure 2 shows an example where the robots are located at
the boundary of O1 (black circle). From the initial location,
the robots have found Di = [O1, O2, O4]. Note that at this
point, all robots share the same information. In Fig. 2, the
scout robot r1 places its marker and circumnavigates O1

in counter-clockwise direction, adding each new obstacle
detected during the trip. In this case, r1 finds two new
obstacles O5 and O7, thus D1 = [Oe

1, O2, O4, O5, O7]. The
obstacle O1 has been completed explored thus it is identified
as Oe

1. Following the boundary of O1, r1 reaches again the
location of the team, it picks its marker and shares D1 with
the rest of the members, thus Di = D1.
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Fig. 3. An example of the tree representation of the strategy to explore
environments with distinguishable obstacles. The node information is de-
scribed in Table I.

Node Explored Robots Queue
n1 O1 r1,...,6 Di = {Oe

1, O2, O4, O5, O7}
n2 O2 r1, r5 D1,5 = {Oe

1, Oe
2, Oe

4, Oe
5, Oe

7,O3,O6}
n3 O4 r2, r6 D2,6 = {Oe

1, Oe
2, Oe

4, Oe
5, Oe

7,O3,O6}
n4 O5 r3 D3 = {Oe

1, Oe
2, Oe

4, Oe
5, Oe

7,O3,O6}
n5 O7 r4 D4 = {Oe

1, Oe
2, Oe

4, Oe
5, Oe

7,O6}
n6 O3 r1 D1 = {Oe

1, Oe
2, Oe

4, Oe
5, Oe

7, Oe
3, Oe

6}
n7 O6 r5 D5 = {Oe

1, Oe
2, Oe

4, Oe
5, Oe

7, Oe
3, Oe

6}
n8 O3 r2 D2 = {Oe

1, Oe
2, Oe

4, Oe
5, Oe

7, Oe
3, Oe

6}
n9 O6 r6 D6 = {Oe

1, Oe
2, Oe

4, Oe
5, Oe

7, Oe
3, Oe

6}
n10 O3 r3 D3 = {Oe

1, Oe
2, Oe

4, Oe
5, Oe

7, Oe
3,O6}

n13 O6 r4 D4 = {Oe
1, Oe

2, Oe
4, Oe

5, Oe
7, Oe

6,O3}
n12 O6 r3 D3 = {Oe

1, Oe
2, Oe

4, Oe
5, Oe

7, Oe
3, Oe

6}
n13 O3 r4 D4 = {Oe

1, Oe
2, Oe

4, Oe
5, Oe

7, Oe
6, Oe

3}

TABLE I
NODE INFORMATION FOR THE GRAPH IN FIGURE 3.

Figure 3 shows a tree representation of the strategy using 6
robots to explore the environment in Fig. 2. The description
of the nodes is shown in Table I. In Table I, we assume that
once the strategy starts to assign one robot per obstacle, the
robots do not meet again. In this case, it is very likely that
the robot explores obstacles already visited by other teams.
In our example, this can be observed in obstacles O3, and
O6, since each one is visited by three different teams. The
previous strategy implies that in worst case, each robot visits
all obstacles in the environment, i.e., any pair of robots never
visits an obstacle at the same time during their motion in E,
thus, they cannot share their information.

We can improve the performance by using the tree rep-
resentation of the strategy. Suppose the robots are forced to
gather at the root node when the tree’s height is 2. In the
example in Fig. 3, once the robots have reached the nodes
n6, n7, n8, n9, n10 and n11 they are forced to return to node
n1 and share their information. As a consequence, r3 and
r4 find out that O6 has already been explored, and they do
not need to visit it again. Thus, in this case, the nodes n12

and n13 are not part of the tree describing the exploration
strategy. If after sharing their information, the robots found
out that some obstacles need to be explored they can travel
to them and start a similar strategy.

IV. INDISTINGUISHABLE OBSTACLES

In this section, we present a strategy for solve the case of
non-uniquely identifiable obstacles.

A. General setup and markers

Suppose there are n robots, where each robot is denoted as
ri, i = 1, . . . , n. All robots are initially located at the vertex
of one obstacle. Since the obstacles are indistinguishable, the
only information available for the robot are the bitangents
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detected by their sensors. As a robot circumnavigates the
obstacles it stores the bitangents in the angular order in which
they appear at each vertex. Note that in this case, it is not
possible to distinguish if two or more bitangents are related
to the same obstacle, thus the robots can only communicate
to each other at rendezvous. The direction in which the robots
circumnavigate the obstacles is fixed at the beginning of the
strategy. The robots travel using the bitangents as a path.

To keep track of the progress made by the exploration
strategy, the robots make use of two different types of
markers which are described in the following list:

1) Each robot has a unique starting marker that is used
to identify its starting position when it circumnavigates
an obstacle. The starting marker has information about
the id of its owner, and it is available to other robots.

2) The robots have a generic unlimited set of markers
that are used to label the obstacles as visited. These
markers have information about the id of the robots
that visited the obstacle and place them.

B. Data structure for navigation and coordination

Each robot has a stack that works as a schedule for visiting
bitangents when the number of bitangents is greater than the
number of robots. Also, each robot has the ability to store
and construct an own tree, whose nodes are the obstacles
in the environment and the edges are the bitangent between
each pair of obstacles. The robot has knowledge about the
index of the vertex and it can distinguish between bitangents
in a vertex (based on the angular order).

Each node of the tree, has a list of bitangents that can be
seen from each vertex in the obstacle. The bitangents play the
role of edges in each node of the tree. When the robots are
not placed at the initial obstacle, the information about the
arrival vertex and the angular order of the arrival bitangent
is encoded in the tree to know how to come back to the
previous obstacles.

C. Obstacle exploration

The robot with the lowest id in the team is selected as
a scout robot, this robot places its starting marker and cir-
cumnavigates the obstacle, recording in Nc the new possible
obstacles based on the bitangents detected at each vertex.
This procedure is denoted as the obstacle characterization.
One of the following two cases occurs during the previous
procedure:

1) No marker is already present in the obstacle or the
scout robot only found starting markers with a higher
id. Nc will have as childs the elements that denote the
index of the vertex and the index of the bitangent (see
Algorithm 1). Once the scout robot has circumnavi-
gated the obstacle, it picks its starting marker and
places a generic marker indicating that all bitangents
associated to the obstacle has been detected. The list
of vertices of the node and bitangents for each vertex
in Nc is shared with other robots at the initial vertex,
updating the tree in each robot.

2) The scout robot found a generic marker or a starting
marker with a lower id. The scout robot returns to the
initial vertex and picks his starting marker. If the scout
robot is the only element in the team it keeps visiting
the bitangents in his stack, otherwise, the robots have
nothing to do and they turn off or return to the initial
obstacle using their own tree.

D. Obstacle assignation

The following rule for distributing the exploration of new
obstacles is used by the robots at the initial vertex.

If the number of robots exceeds the number of childs of
Nc then the robots are assigned to each bitangent according
to the rule shown in Algorithm 2, creating teams. After that,
each team applies Algorithm 1 at each new reached obstacle
if there is no a mark at the initial vertex.

If the number of childs in Nc exceeds or match the number
of robots then each robot is assigned to several bitangents
(see Algorithm 2).

In both cases, the non-explored bitangents are stored in
the stack of each robot thus the last added bitangents are the
first to be explored.

The tree representing the obstacles is visited in deep-
order and the bitangents are traveled top-down when a new
obstacle is visited or bottom-up when previous bitangents
in the tree have to be explored. Thus, a bitangent can be
traveled in both direction but only once.

The teams are splitted during exploration but never merged
again because backtracking is not useful in this case. The
robots only share information among the members of the
team in the current obstacle.

A more detailed description of the exploration strategy is
presented in Algorithms 1, 2, and 3. The function Set Childs
adds the information of the obstacle that was discovered
through the bitangent and shares the information to the robots
of the team.

V. COMPLETENESS OF THE EXPLORATION
STRATEGY

In this section, we prove that the proposed algorithms
guarantee a complete exploration of the environment (all
boundaries of the obstacles) in finite time.

Proposition 1: Let {Oi}i=1,...,n a set of 2D polygonal
obstacles in the Euclidean plane. For any pair of obstacles
in the set there is a path, that can be constructed using the
bitangents and the boundary of the elements in the set, which
allows to travel between both obstacles. Also, any point in the
environment can be seen from some vertex in the boundary
of the obstacles.

Proof: Let O1 and O2 two obstacles and compute
their triangulations. Select two triangles, one from each
triangulation, and construct their convex hull. There are at
least two bitangents in the convex hull connecting both
triangles. The remaining triangles in the triangulations can
be added incrementally in such a way that the number of
bitangents never decreases. To add an additional obstacle,
first its triangulation is computed and the resulting triangles
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are added in an analogous way guaranteeing that the obstacle
is connected to the previous obstacles. If we consider a point
obstacle in the environment this can also be connected by
bitangents to the obstacles in the plane. Since the point
obstacle is seen by at least one vertex of an obstacle in
the set, and all obstacles are connected by bitangents then
any point in the environment is connected to any obstacle
in the environment. Note that the number of bitangents is
finite therefore the exploration time of both obstacles and
bitangents is finite.

Algorithm 1 Environment Exploration Undistinguisable
Input: An unknown environment E, a team R with n robots

initially located at a vertex of an obstacle, the respective
bitangent g where the team came from, and the node
parent node that contains information about the last
visted obstacule.

1: Select the robot rs with the lowest id from R.
2: if there is a mark in the vertex then
3: Set Child(parent node, g, NIL).
4: if n = 1 and rs has a non-empty stack then
5: rs pops an element q from his stack.
6: rs travels to q.parent node.level using the tree structure

of parent node.
7: rs travels to q.vertex circumnavigating the obstacle.
8: rs travels through the bitangent of q.bitangent until

reach the next obstacle.
9: Let b the bitangent that rs used to reach the new obstacle.

10: Environment Exploration Undistinguisable(E, {rs}, b,
q.parent node)

11: else
12: Turn off all the robots in R.
13: return
14: end if
15: end if
16: Let Nc be an obstacle node that contains information about

the bitangents in the current obstacle.
17: Nc ←Obstacle Characterization(E, rs, g, parent node).
18: Set Child(parent node, g, Nc).
19: if Nc 6= NIL then
20: Obstacle Navigation(E, R, Nc).
21: end if
22: if n = 1 and rs has a non-empty stack then
23: rs pops an element q from his stack.
24: rs travels to q.parent node.level using the tree structure

of parent node.
25: rs travels to q.vertex surronding the obstacle.
26: rs travels through the bitangent of q.bitangent until reach

the next obstacle.
27: Let b the bitangent that rs used to reach the new obstacle.
28: Environment Exploration Undistinguisable(E, {rs}, b,

q.parent node)
29: end if

VI. SIMULATION EXPERIMENTS

In this section, we present simulation experiments for both
cases: distinguishable and indistinguishable obstacles. We
analyze the exploration task in terms of the distance traveled
by the robots and the time needed to explore the whole
environment. In the simulations, we have varied the number
of robot and the number of obstacles. Also, for the case of

Algorithm 2 Obstacle Navigation
Input: An unknown environment E, a team R with n robots,

and a node Nc of non-visited node obstacles.
1: Let |Nc| be the number of child nodes in Nc.
2: if |Nc| < n then
3: Let k, l ∈ Z+ such that n = |Nc|k + l where k > 0 and

0 ≤ l < n.
4: Let {Ri}|Nc|

i=1 be a partition of R where k ≤ |Ri| ≤ k + 1.
5: for i = 0 to |Nc| do
6: The i-th child node in Nc is assigned to the team Ri.
7: Let g the respective bitangent to the i-th node in Nc.
8: The robots in Ri travels to the respective vertex and

follow the respective bitangent g.
9: Environment Exploration Undistinguisable(E, Ri, g,

Nc).
10: end for
11: else
12: Let k, l ∈ Z+ such that |Nc| = nk + l where k > 0 and

0 ≤ l < |Nc|.
13: Let {Ni}ni=1 be a partition of child nodes of Nc where

k ≤ |Ni| ≤ k + 1.
14: for each ri ∈ R′ do
15: Ni is pushed in the stack of ri.
16: ri pops an element in his stack and goes to the respective

vertex and then follows the respective bitangent g until
it reach a new obstacle.

17: Environment Exploration Undistinguisable(E, {ri}, g,
Nc)

18: end for
19: end if

Algorithm 3 Obstacle Characterization
Input: An unknown environment E, a robot rs, g the visited

bitangent, and parent node the node of the last visited
obstacle.

1: Let Nc the obstacle node of the current obstacle
2: Let ∂Os denote the boundary of the current obstacle.
3: if g 6= NIL then
4: The robot marks the bitangent gp that leads to the previous

visited boundary.
5: end if
6: rs places its starting marker ps at the vertex where is located.
7: repeat
8: rs follows ∂Os adding a child to Nc for every bitangent

detected in every vertex on it.
9: until a generic marker, a starting marker with a lower id, or

ps is found
10: if ps was found then
11: rs picks ps and it places a generic marker.
12: else
13: Nc ← NIL
14: rs goes to the departure bitangent picking ps.
15: end if
16: return Nc
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distinguishable obstacles, we have varied the backtracking
level k. Figure 4 shows the maps used to perform the
experiments in this section. In the case of distinguishable
obstacles, we assume that each obstacle in the environment
has a different color.

(a) A lot of bitangents (b) Few bitangents

Fig. 4. Environments

Figure 5 shows the results of the experiments assuming
distinguishable obstacles. The graphs show the cumulative
distance traveled by all robots at the end of the simulation.
The results are clustered by the number of robots used to
perform the exploration. Each color indicates the level of
backtracking during the execution when the robots travel
using the bitangents.
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Fig. 5. Results for distinguisable obstacles

In Fig. 5, we can observe that using a backtracking level of
1 produces the smallest cumulative distance. This behavior
appears because most of the obstacles in our maps can be
reached from any other obstacle visiting only one additional
obstacle. Thus, increasing the level of backtracking also
increases the number of visited obstacles by more than one
team. Note that the execution time was not included in the
graphs, but we have observed that in general the execution

time decreases as the number of robots to perform the task
increases.

Figure 6 shows the results of the experiments assuming in-
distinguishable obstacles. For this case, the graphs show the
cumulative distance traveled by all robots when all obstacles
have been visited for the first time, the cumulative distance
after all bitangents have been traveled and the execution time
of the algorithm for completing the exploration. Note that the
distance and time needed to travel all bitangents in order to
be sure that the whole environment has been explored–every
robot has finished its task–is different to the time and distance
needed to actually explore the obstacles by circumnavigating
them. The robots do not know that the task is finished until
all bitangents are traveled, because of the distributed nature
of the algorithm.

From Fig. 6, we can observe that the number of bitangents
in the environment has a strong influence in the algorithm’s
performance. The cumulative distance for visiting all obsta-
cles for the first time is significantly higher in Fig. 6(a),
where more bitangents are present with respect to the number
of obstacles in the environment, than in Fig. 6(b). Since most
of the obstacles in the map of Fig. 4(a) can be reached from
any other obstacle visiting only one additional obstacle then
the execution time remains low compare to the map in Fig.
4(b). Regarding the distance traveled by all robots to transit
all bitangents, in the case of few obstacles, it increases as
the number of robots increases. However, for many obstacles
it almost remains constant. Another important variable to
take into consideration in the algorithm’s performance is the
perimeter of the obstacles, since each obstacle is visited
by a team as many times as the number of bitangents
that it generates then a larger perimeter will have a bigger
contribution to the cumulative distances.

The experiments have also shown that in the case of in-
distinguishable obstacles, the obstacles are circumnavigated
faster than visiting all bitangents in the environment. Recall
that the distance and time needed to travel all bitangents to
be sure that every robot has finished its task is different to
actually circumnavigate every obstacle and explore all the
environment. Thus, for search applications in most cases it
would not be necessary to visit the entire set of bitangents
in the environment in order to find the target.

Based on the results shown in Fig. 6(a), we can observe
that the time taken for traveling all bitangents might increase
or decrease as the number of robots increases depending on
the environment and the initial configuration of the robots.
A more detailed study still remains to be done in order to
characterize in which types of environments is convenient to
use more robots to reduce the execution time.

In the multimedia material of the paper, we have added
a video showing simulation results. In that video, we have
included three experiments. In the first experiment, we show
a simple case of 9 distinguishable obstacles and 3 robots
without backtracking. The second experiment shows also the
case of distinguishable obstacles with backtracking equal to
k = 1, there are 200 robots and 225 obstacles. In the third
experiment, we compare the behavior of our algorithms for

4465



 0

 500

 1000

 1500

 2000

 2500

 3000

 3500

5 10 50 100 200 500

c
u

m
u

la
ti
v
e

 d
is

ta
n

c
e

Number of agents

Environment with a lot of bitangents: indistinguishable obstacles

Distance for seen all the enviroment
Distance for traveling all the bitangents
Execution time (seconds)

(a)

 0

 500

 1000

 1500

 2000

5 10 50 100 200 500

c
u

m
u

la
ti
v
e

 d
is

ta
n

c
e

Number of agents

Environment with a few bitangents: indistinguishable obstacles

Distance for seen all the enviroment
Distance for traveling all the bitangents
Execution time (seconds)

(b)

Fig. 6. Results for indistinguishable obstacles

the cases of distinguishable and indistinguishable obstacles.
In this third experiment there are 144 obstacles and 576
robots. This experiment clearly shows that knowing the
identity of the obstacles (distinguishable obstacles) allows
the robots to explore the environment faster.

A snapshot of the exploration task in an environment with
144 distinguishable obstacles and 576 robots in shown in
Figure 7. In the figure the robots are represented by blue
discs.

Fig. 7. Example distinguishable obstacles

VII. CONCLUSIONS

In this paper, we have presented a complete algorithm
for exploration of unknown environments containing disjoint
obstacles with multiple robots. The approach is distributed.
We have considered two main cases, one in which the
obstacles are distinguishable, i.e., each obstacle is uniquely

identifiable, and in the second case the obstacles are not
distinguishable.

The main contributions of this work are the following: 1)
The algorithms guarantee exploring the whole environment
in finite time even though a given robot does not have
full information about the part of the environment explored
by other robots. 2) The method only requires very limited
communication between the robots, in both cases distinguish-
able and indistinguishable obstacles, the robots can only
communicate at rendezvous. 3) The algorithm scales well
to hundreds of robots and obstacles.

Experiments have shown that the obstacles are circumnav-
igated faster than visiting all bitangents in the environment.
Thus, for search applications in most cases it would not
be necessary to visit the entire set of bitangents in the
environment in order to find the target.

For future work, in the case of indistinguishable obstacles,
we would like to investigate strategies in which more infor-
mation about the structure of the tree representation is used
to improve the performance in terms of the distance travel
by the robots.
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