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Abstract. In this paper, we address the problem of searching an object
with a mobile robot in a known 3-D environment. We consider a 7 degrees
of freedom mobile manipulator with an “eye-in-hand” sensor. The sensor
is limited in both range and field of view. In this work, we propose a
solution to the “where to look” part of the object finding problem based
on three main procedures: 1) We propose a practical and fast method to
approximate the visibility region in 3D of a sensor limited in both range
and field of view. 2) We generate candidate sensing configurations over
the robot configuration space using sampling. 3) We determine an order
for visiting sensing configurations using a heuristic.

We have implemented all our algorithms, and we present simulation
results in challenging environments.

1 Introduction

In this paper, we address the problem of searching a static object with a mobile
robot in a known 3-D environment. We consider a 7 degrees of freedom mobile
manipulator with an “eye-in-hand” sensor. The sensor is limited in both range
and field of view. Fig. 1 (a) shows this robot and the visibility region of the
limited sensor, which has the shape of a frustum.

Furthermore, our planner aims to diminishing the expected value of the time
for finding the object. This could be very useful in applications in which the
time assigned to the task is limited or not completely known. We believe that
our method has a wide range of applications, from finding a specific piece of art
in a museum to search and detection of injured people inside a building.

In [2,5] it has been shown that the problem of determining the global order
for visiting sensing locations, which minimizes the expected value of the time
to find an object is NP-hard, even in a 2-D polygonal workspace with a point
robot. The present work addresses a related problem but in a 3D workspace
with a mobile manipulator robot equipped with a limited sensor. Hence, due
to the computational complexity of the tasks we have to solve and integrate in
a motion strategy, we propose approximated solutions based on sampling and
heuristics. In [4] an approach has been proposed for finding an object with a
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mobile manipulator, but in [4] the sensor used by the robot was omnidirectional
(i.e. it has a field of view of 360 deg.) and without range limit. Furthermore,
the environments considered in [4] were small and geometrically simple. In this
paper we propose a motion planner for the more challenging case in which the
robot is equipped with a sensor limited in both range and field of view, and the
robot is moving in large and geometrically complex 3D environments (see Fig 2).

Our search problem is related to art gallery problems and coverage. The tra-
ditional art gallery problem is to find a minimal placement of guards such that
their respective visibility regions completely cover a polygon [10].

In coverage problems (e.g., [7,1]), the goal is usually to sweep a known envi-
ronment with the robot or with the viewing region of a sensor. In this problem, it
is often desirable to minimize sensing overlap so as not to cover the same region
more than once. Our problem is related to the coverage problem in the sense
that any complete strategy to find an object must sense the whole environment.

In this work, we propose a solution to the “where to look” part of the object
finding problem based on three main procedures: 1) We propose a practical and
fast method to approximate the visibility region in 3D of a sensor limited in
both range and field of view. 2) We generate candidate sensing configurations
over the robot configuration space also using sampling. We select a set of sensing
configurations having two properties: a low cardinality of sensing configurations
and a small cost to move between them. Both properties are convenient for
diminishing the average time to find the searched object. 3) We determine an
order for visiting sensing configurations using a heuristic.

We use numerical optimization methods for diminishing the cost of moving
the robot during the object finding task. To reduce the computational running
time of this procedure, we select the most important robot degrees of freedom
(DOFs) and carry out the optimization procedure only considering this reduced
number of DOFs.

2 General Approach and Notation

In our object finding problem, the expected value of the time to find an object
depends on two main factors: 1) the cost of moving the robot between two
configurations, quantified in a given metric, and 2) the probability mass of seeing
the object, which is equivalent to the gain.

In our formulation, we assume that the environment is known, but that we
do not have any information about the location of the object being searched.
Since there is no reason to believe that one object location is more likely than
another, we assign equal values to every location. This is equivalent to defining an
uniform probability density function (pdf) modeling the object location. Indeed,
this assumption is already known in the literature and it is called the principle
of insufficient reason [6]. We believe this reasoning is general given that we do
not need to assume a relation between a particular type (class) of object and its
possible location (for instance, balloons are floating but shoes lie on the ground),
which could reduce the scope of the applications.
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The robot senses the environment at discrete configurations qi (also known as
guards, from the art gallery problem [10]). Let us call V (qi) the visibility region
associated to the limited sensor. Since the pdf modeling the object location is
uniform, the probability of the object being in any subset V (qi) ⊆ int(W ) is
proportional to the volume of V (qi). The interior of the workspace int(W ) is the
free space inside the 3D environment.

To compute the probability mass of seeing the object in a 3D environment,
–gain, we need to calculate the size and shape of visibility regions and their inter-
sections, but the computational complexity of such a task in a 3D environment
populated with obstacles is very high [8]. For this reason, we decided to use a
sampling scheme to calculate an approximated visibility region of the limited
sensor.

Our searching strategy is as follows: first the whole environment is divided
into a set of convex regions. To divide the environment into convex regions we
use the probabilistic convex cover proposed in [3]1. This method divides the
environment into a set called {C(r)}, so that the union of all C(r) covers the
whole environment, that is

⋃
r C(r) = int(W ). C(r) denotes a convex region in

a 3-D environment, and r indexes the region label. Note that all points inside
C(r) can be connected by a clear line of sight from any point p(x, y, z) inside
C(r).

Second, each convex region is covered with the sensor frustum denoted by F .
We establish a route to cover the whole environment by decomposing the problem
into two parts: First an order to visit convex regions C(r) is established. Second,
sensing configurations in a configuration space C of 7 dimensions are generated
to collectively cover each convex region, the sensing configuration are linked in
a graph and perform a graph search to generate the search trajectory.

We believe that there exists an analogy between our searching protocol and
painting a house, first the order for painting rooms (equivalent to the order for
visiting the convex regions) in the house is established. Then every wall in each
room is painted, this is equivalent to visit our sensing configurations, whose
associated view frustums cover each single convex region.

Since the expected value of the time depends also on the cost of moving the
robot between sensing configurations, we need to find shortest paths to move
the robot. The actual paths depend on the metric used to measure cost. One
way to define the cost between two configurations X and Y in a D-dimensional
configuration space is

‖X − Y ‖Λ ≡ (X − Y )T Λ(X − Y ), (1)

where Λ is a diagonal matrix with positive weights λ1, λ2, . . . λD assigned to the
different DOFs. In general, the matrix Λ is needed because joints might be not
all equivalent (e.g., large links vs. small links), and also because different DOFs
might not even be measuring the same movement (translation vs. rotation).

1 Notice that in [3] the environment is 3D, but the robot is a point equipped with an
omnidirectional sensor without range limit.
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To find the shortest path between two convex regions we use the wavefront
expansion (called NF1) proposed in [9].

The two orders: (1) for visiting convex regions, and (2) for visiting sensing
configurations inside a single convex region are established based on the utility
function proposed in [5]. This utility function measures how convenient it is to
visit a determined configuration from another, and is defined as follows:

U (qk, qj) =
P (qj)

T ime (qk, qj)
. (2)

This means that if a robot is currently in qk, the utility of going to configuration
qj is directly proportional to the probability of finding the object there and
inversely proportional to the time it must invest in traveling. A robot using this
function to determine its next destination will tend to prefer configurations that
are close and/or configurations where the probability of seeing the object is high.

The utility function in (2) is sufficient to define a 1-step greedy algorithm.
At each step, simply evaluate the utility function for all available configurations
and choose the one with the highest value. This algorithm has a running time
of O

(
n2

)
, for n configurations.

However, it might be convenient to explore several steps ahead instead of just
one to try to “escape local minima” and improve the quality of the solution
found. So, we use this utility function to drive the algorithm proposed in [5] to
search a reduced space. This algorithm is able to explore several steps ahead
without incurring a too high computational cost. This algorithm is described in
detail in [5].

3 Selecting Sensing Configurations

The method that we propose to cover each convex region is based on sampling.
There have been many approaches that use samples to capture connectivity
of high dimensional spaces, for example, [13], [12] just to name a pair. Notice
that in our work we also want to connect sensing configurations, but we have
an additional goal. We are interested in representing the free space inside the
workspace for searching an object, and not only for abstracting the configuration
space for path planning purposes.

Sensing configurations q(i,r) are generated with a uniform probability distri-
bution in a configuration space C over 7 dimensions: Two coordinates (x, y)
defining the position of the robot’s base and five angles. One angle measures
the orientation of the robot’s base, and the other 4 measure the orientations
of the arm’s links. A sensing configuration q(i,r) is associated to a given region
C(r). Each convex region has associated a set S(r) of point samples s(r) ∈ S(r)
originally used to compute the size and shape of a convex region (see [3]). Each
point sample s(r) lies in the 3D space, and is defined by a 3-dimensional vec-
tor p(x, y, z). We use this previously computed set of points to determine the
coverage of a convex region with a limited sensor.
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Notice that a set of sensing configurations with minimal cardinality might not
be the optimal one for our problem, since the cost for reaching the configurations
might be large if they are far from one another. Thus, our problem is different
from the problem of only choosing the minimum number of configuration that
collectively sense the whole environment: The art gallery problem. Since, even
the easier art gallery problem is NP-hard [11], it is unlikely that our problem can
be solved by a deterministic algorithm efficiently. For this reason, we decided to
use a sampling scheme to compute {q(i,r)}.

Our algorithm for selecting sensing configurations has been inspired from the
algorithm presented in [14]. That method is designed to cover the boundary of a
polygonal –2D– workspace ∂W . In our problem, we aim to cover the free space
inside the polyhedral –3D– environment representation.

In our method, the point samples lying inside the frustum associated to a
sensing configuration q(i,r) are used to approximate the actual visibility region
V (q(i,r)). The robot’s configurations used to cover a convex region have the
property that all of them place the sensor inside the convex region being sensed.
This property allows us to approximate the visibility region of the limited sensor
without complex 3D visibility computations. The visibility region of the limited
sensor at configuration q(i,r) is approximated by:

V (q(i,r)) =
⋃

s

s(r) ∈ int(F ∩ C(r)) (3)

In figure 1 (a), the white dots are used to show the point samples s(r) ∈ S(r)
covered by the view frustum F and inside a convex region C(r).

Mobile manipulator robot Set {s(t)} (b)
and its visibility region (a)

Fig. 1. Visibility Region and Set {s(t)}

Notice that the sensor can be inside several convex regions at once, in such
a case, the visibility region is approximated as the point samples lying simul-
taneously inside the frustum and the convex regions having the sensor in its
interior.
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While covering region C(r), we also mark as sensed and logically remove, all
samples s(t) belonging to region C(t), t �= r, if s(t) ∈ int(F ∩ C(r) ∩ C(t)). It is
guaranteed, that these samples are not occluded from configuration V (q(i,r)).

In figure 1 (b) dark (blue) dots are used to show the set S(t), and white dots
represent the set of point samples S(r) belonging to the region in which the
sensor resides and inside the frustum.

A convex region C(r) is totally covered if:
⋃

s

s(r) ∈ int(C(r)) = S(r) (4)

Similar to [14], we select sensing configurations based on the cardinality of its
point samples. Iteratively, we select the configurations with the largest cardinal-
ity of point samples s(r) until all the set S(r) is sensed. The point samples asso-
ciated to selected sensing configurations are logically removed. Thus, redundant
sensing configurations, with low point samples cardinality are avoided, yielding a
reduced set containing only sensing configurations with high cardinality of point
samples and a small number of redundant point samples.

Additionally, in our sensing configuration sampling scheme, we reject candi-
date sensing configurations in whose view frustum is in collision with the robot
itself, thus, avoiding occlusions generated by the robot body. We also reject sens-
ing configurations, that produce a collision of the robot with the obstacles and
robot self-collisions.

The procedure of selection of sensing configurations described above is re-
peated several times for each convex region C(r), yielding different sets {q(i,r)}
of sensing configurations. We select one of those sets based on the average value
of its graph edges. We describe this last selection below.

4 Connecting Sensing Configurations

Since we want to have options to move the robot between sensing configurations,
and thus further reduce the expected value of the time to find the object, we
connect the sensing configuration of each set {q(i,r)} into a fully connected graph
with ne edges. We assign weights w(i,j) to the graph edges according on the met-
ric used to measure the cost of moving the robot between sensing configurations
qi and qj .

We select the set that minimizes the average value of the graph edges, that is
min( 1

ne

∑
<i,j> w(i,j)). At the end, we obtain a set having both: low cardinality

of sensing configurations and small cost to move between sensing configurations.
To cover a region with a limited sensor several sensing configuration are re-

quired. To reduce the running time of planning robot paths to cover a region
with a limited sensor, we consider that the cost of moving the robot between
sensing configurations corresponds to a straight line in the configuration space.
That is, for reducing the computational time to cover the environment with a
limited sensor, we pre-estimate the cost to move between sensing configuration
as a straight line in the configuration space.
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In the motion planning problem of generating collision free paths to move be-
tween configurations, we use a lazy collision checking scheme [15]. The sensing
configurations are connected in the graph without checking whether or not a col-
lision free path can connect them. Since we proceed visiting convex regions one
by one, it is likely to find collision free paths among configurations to cover the
same convex region. Often a small region can be covered with small robot mo-
tions, and big regions offer large open space to move the robot. We postpone the
collision checking until an order of sensing configurations is established. If some
edge of the route is in collision then a new sub-order is generated using other
edges in the graph. The new sub-route starts from the last configuration that
was connected in the route, and includes all the remaining sensing configurations.
Evidently, sometimes the fully connected graph splits into two connected com-
ponents, if so, we use an RRT [16] to find a collision-free path between the two
components. In this later case, the cost assigned to the graph edge connecting
the two associated sensing configurations is the cost of the path, which has been
obtained with the RRT and checked for collision. In our experiments, we have
found that this strategy significantly reduces the time to generate collision-free
paths to cover convex regions.

Note that we use the convex regions to facilitate the object finding task. There
are four main reasons to do so: First, we avoid the use of complex data structures
to update the portion of the environment that has been covered. A convex region
is covered if the samples used to approximate its volume have been sensed, or
equivalently if the union of the frustums associated to sensing configurations
has collectively covered all the point samples inside a convex region. Second,
we take advantage of our convex covering to postpone the collision checking
until an order of sensing configurations is established. To cover a convex region,
it is often possible to find a collision free path between sensing configurations
by simply moving the robot in a straight line path in the configuration space.
Third, the robot does not move to cover another convex region until a given
convex region has been totally covered. It avoids unnecessary robot motion to
visit sensing configurations far away from a previous one. Fourth, once a global
plan is generated if the environment changes locally then the global plan can also
be modified locally, only considering the convex regions related to the change in
the map.

4.1 Optimizing a Reduced Number of DOFs

The order of visiting regions is established based on a path of optimal cost be-
tween regions. This optimal path is computed with the wavefront expansion algo-
rithm described in [9]. Regardless the optimization algorithm used, the problem
of finding the path of locally optimal cost (between two robot’s configurations)
for a robot with several DOFs can take significant amount of time, specially for
a global path including a large number of inter-medial sensing configurations.

Indeed, in our experiments we have found that bottleneck limitation regarding
the running time of our algorithms corresponds to compute the optimal paths for
a large number (4 or more) of DOFs. To mitigate this problem, we select some
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DOFs and carry out the optimization procedure over this reduced number. We
determine the other DOFs using a randomized sampling procedure. Thus, a robot
path to move between convex regions is a sequence of robot’s configurations, in
which some DOFs are planned optimally and the other do not produce collisions
between the robot and the obstacles.

In terms of energy and time is more costly to translate a mobile manipulator
robot than rotate its base or its arm links. In fact, if the planner is able to
coordinate the translation of the robot base and the rotations of the arm’s links,
such that both translation and rotations happen at once, then the cost of moving
the arm is zero (in terms of elapsed time), since the motions (translation and
rotations) are simultaneous. Furthermore the environment in which the robot
resides is large, and the robot has to translate a long distance (equivalent to time
when the robot moves with saturated speed) to search the object. Consequently,
we consider that the coordinates (x, y) defining the position of the robot’s base
are the most important DOFs for this problem. Hence, we optimize only these
two DOFs.

5 Simulation Results

All the results presented in this paper were obtained with a regular PC running
Linux OS, equipped with an Intel Pentium IV microprocessor and 1 Gigabyte
of RAM. Figures from 2 (a) to 2 (d) show snapshots of the object finding task
in an indoor environment. This environment cannot be searched by using a 2D
projection; since information about the 3D structure will be lost. Notice the
stairs, the windows, the lamp and the furniture.

For this environment, our convex cover algorithm, produced 47 convex regions.
This convex cover decomposition was computed by our software in 2 minutes and
40 seconds. 552 sensing configurations were needed to cover the whole environ-
ment with the limited sensor. The running time of our software to generate these
552 sensing configurations, link them in a graph in C, and computing an order
to visit them was 1 hour and 33 minutes.

Figure 2 (a) shows with two (blue) meshes 2 convex regions, called respectively
region C(A) and C(B). Convex regions C(A) and C(B) are consecutive in the
order to visit convex regions. Figure 2 (a) also shows the path to move between
regions C(A) and C(B).

Figure 2 (b) shows the 19 sensing configurations needed to collectively cover
region C(A). Figure 2 (c) shows the path to move between two sensing configu-
rations associated to region C(A), this path corresponds to a straight line in a
configuration space C of 7 dimensions.

Only 1
10 of the total number of paths to sense the whole map was computed

with a RRT. All the other times, a straight line in C was enough to find collision
free paths.

Figure 2 (d) shows the global robot’s path to visit all the convex regions.
In this global path only the DOFs (x, y) defining the robot’s base position are
optimized. The time to compute this global path was 15 minutes and 9 seconds.
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(a) (b)

(c) (d)

Fig. 2. Finding an object with a limited sensor

The total running time of our software to compute a plan for sensing the whole
environment with a limited sensor was 1 hour and 50 minutes. The expected
value of the time is 100.44 units.

To our knowledge, this is the first method able to solve this problem with a 7
DOFs robot equipped with a limited sensor in a realistic 3D map.

6 Conclusion

In this paper, we have proposed a motion planner for finding an object in 3-D
environments with a robot equipped with a limited sensor. Our main contribu-
tions are: (1) We have proposed a practical and fast method to approximate the
visibility region in 3D of a sensor limited in both range and field of view. (2)
We have proposed a method to select candidate sensing configurations having
convenient properties for diminishing the average time to find the searched ob-
ject. (3) We have proposed the strategy of selecting the most important DOFs
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to be optimized. This strategy significantly reduces the computational running
time to find the object. We have implemented all our algorithms, and we have
presented simulation results in challenging environments.
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