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Abstract

This paper deals with the development of the use of
visual function in order to add useful information for
tasks of a mobile robot roving in natural environments.
We have proposed and implemented the nominative re-
gion model which indicates every region’s nature in an
tmage. A color segmentation algorithm provides a syn-
thetic description of the scene. Regions obtained from
the segmentation stage are then characterized by their
color and texture and afterwards identified in order
to obtain their nature (grass, rocks, ...). Probabilis-
tic methods are used to determine the nature of cur-
rent elements in the environment. Then, one specific
landmark is chosen according to its nature and shape
and this representation is tracked through an image
sequence.

1 Introduction

Our study takes place in the perception for autono-
mous mobile robots evolving in outdoor environments.
The classical line of research in perception for mobile
robots is based on 3-D information, obtained by a laser
ranger finder or a stereoscopic system. However depth
information is not enough to get a complete descrip-
tion of the environment. Other information such as
the nature of the elements in the scene needs to be
taken into consideration.

In this paper we present our ongoing research on
three specific problems of artificial vision: i) color seg-
mentation ii) regions characterization and identifica-
tion by using color and texture and iii) visual tracking.

We will only outline the main features of our ap-
proach for each problem and show some experimen-
tal results. QOur approach consists of several phases
executed sequentially, the cooperation among them is
possible. The results of the one previous phase could
be checked by the current phase and if necessary cor-
rected. The main phases are:
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e region extraction: firstly, the color image is seg-
mented to obtain the principal regions of the
scene.

e region characterization: each region of the scene
is characterized by its color and texture.

e regions identification: the nature (class) of the
elements (regions) in the scene is obtained by
comparing a vector of features with a database
composed of different classes, issued from a lear-
ning process. The database is a function of the
environment type. Here, we have chosen 4 classes
which correspond to the main elements in our en-
vironment: grass, sky, tree and rock. After that,
the regions of the same nature are merged and
the consistency of the results is verified through
context.

o automated selection and tracking of a landmark:
an appropriated landmark is selected automati-
cally by taking into account its nature and shape.
A model of the landmark is then tracked through
an image sequence.

These phases are performed on images of different
resolutions. The color segmentation has to quickly
give a synthetic representation of the scene, so this
stage is done with images of low resolution (images
of size 128x128 pixels). The phase of characterization
gives better results using the larger resolution (images
512x512). The fusion of regions is brought out to the
same resolution as that of the segmentation. Land-
mark selection and tracking are done in images of size
256x256.

2 Color segmentation

The segmentation of natural outdoor scenes is a
very difficult task due to the huge variety of images
and their complexity.

The main goal of this phase is to achieve a seg-
mentation of large regions corresponding to the main
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elements of the scene. The regions obtained from this
process can be used as a good input for an identifica-
tion task.

In previous works [6, 7] we have tested several color
spaces. In our study, the best color segmentation was
obtained by using the Iy, I}, I} space defined as [9]:

I = B£GEB 1 = (R - B), I} = 2¢=f=B_ This

space allows to obtain fewer regions and g200d quality
of segmentation even for complex images.

We have developed a segmentation algorithm [7],
which is a combination of two techniques: the cha-
racteristic feature thresholding or clustering, and the
region growing technique. The method tries to do the
grouping in the spatial domain of the image but it also
uses the attribute space (color space).

The advantage of this method is that it allows the
merging process independently of the beginning point
and the scanning order of the adjacent regions.

3 Region characterization

Each region of the scene is characterized by its color
and texture. The texture operators are based on the
sum and difference histograms, this type of texture
measure is an alternative to the usual co-occurrence
matrices used for texture analysis. The sum and diffe-
rence histograms used conjointly are nearly as power-
ful as co-occurrence matrices for texture discrimina-
tion. The advantage of this texture analysis method
over co-occurrence matrices is the decrease in compu-
tation time and memory storage required.

Statistical information can be extracted from these
histograms. We have used 6 texture features com-
puted from the sum and difference histograms, these
features are [10}: Mean, Variance, Energy, Entropy,
Contrast and Homogeneity.

In addition, to the 6 texture features, the statistical
means of I}, I} are used to characterize each region in
the image. In order to reduce the dependency on in-
tensity changes in the identification step, the intensity
component was not used.

4 Region identification

The nature (class) of the elements (regions) in the
scene is obtained by comparing a vector of features
with a database composed of different classes, which
was obtained from a learning phase. Two classifica-
tion techniques are used and compared. The Bayesian
classification and a hierarchical classifier based on the
concept of average mutual information.
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4.1 The Bayesian classification

The first tested probabilistic approach is-the Baye-
sian rule, defined as:
__ PXG)P(C)

Yic1 P(X [ Ci)P(Ci)

P(Ci | X)

Where: P(C;) is the a priori probability that a region
belongs to the class (C;). P(X | C;) is the class condi-
tional probability that the region is X, given that it
belongs to class (C;). P(C; | X) is the a posteriori
conditional probability that the region’s class mem-
bership is C}, given that the region is X.

We have assumed equal a priori probability. In this
case the computation of the e posteriori probability
P(C; | X) can be simplified and its value depends
solely on P(X | C;).

The value of P(X | C;) is estimated by using the k-
nearest neighbor method. A sample X will be assigned
to the class C; whose k — th nearest neighbor to X is
closest to X than to any other training class.

The Bayesian classification does not need the par-
titioning of the feature space and integrates the dif-
ferent factors into a formal and rigorous frame. Ho-
wever, this method requires the computation of the a
posteriori conditional probability for each class.

4.2 Hierarchical classifier

The second tested classification technique is based
on an algorithm for the partitioning of the feature
space [8]. This algorithm has inherent feature selec-
tion capability.

The algorithm gives rise to a locally optimum deci-
sion tree by maximizing the amount of average mutual
information obtained at each partitioning step.

The average mutual information obtained about a
set of classes Oy from the observation of an event Xj,
at a node k in a tree T is defined as:

LG Xk) = 357 pl(Cliy Xiy) - log (XL K1)
i p(Chi)

]

Event X, represents the measurement value of a
feature selected at node k£ and has two possibles out-
comes; measurement, values greater or smaller than a
threshold associated with that feature at that node.
In order to do the partitioning of the feature space,
we test the Shannon’s entropy H = p(Ch; | Xkj) -
log p(Cii | X&;) for the different classes at a node k in
a tree T'. If this entropy is greater than a given thre-
shold the node is further split, otherwise the division
is stopped for this node.



In addition to the partitioning of the feature space,
we are defining security areas for identification. These
areas are determined by using the statistical mean and
the standard deviation of the features selected at each
terminal node. Areas of the feature space that fall
outside of the confidence borders could be interpreted
as regions of non-classification.

The decision trees are attractive for the following
reasons: global complex decision areas can be approxi-
mated by the union of simpler local decision areas at
various levels of the tree. In a tree classifier a sample
is tested against only certain subsets of classes, in ad-
dition it has the flexibility of choosing different sub-
sets of features at different internal nodes of the tree.
Consequently, it allows the elimination of unnecessary
computations. Nonetheless, this method also has some
drawbacks. Two internal nodes that contain at least
one common class can cause the number of terminals
to be much larger than the number of actual classes
and thus increase the search time and memory space
requirements.

5 Fusion of regions and coherence of
the model

In this phase of the process, each region in the
image has a class associated (nature). These regions
were obtained from the color segmentation phase. Ho-
wever, the segmentation results in large regions, the
regions do not always correspond to real objects in the
scene. Sometimes a real element is over-segmented,
consequently a fusion phase becomes necessary. In
this step, connecting regions belonging to the same
class are merged.

The coherence of the model is tested by using the
topological characteristics of the environment [6]. Pos-
sible errors in the identification process could be de-
tected and corrected by using contextual information
(i.e. grass cannot be surrounded by sky regions).

6 The target tracking method

The target tracking problem has received a great
deal of attention in the computer vision community
over the last years. Several techniques have been re-
ported in the literature, and a variety of features have
been proposed to perform the tracking [5, 2].

We are using a method able to compute the motion
of an object in the image due to the motion of the
sensor or the motion of the object.
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The target’s motion in the 2D image can be decom-
posed into two parts: .
¢ A two-dimensional motion in the image, corres-
ponding to the change of the target’s position in
the image space.

e A two-dimensional shape change, corresponding
to a new aspect of the target.

The tracking is done using a comparison between
an image and a model. The model and the image
are binary elements extracted from a sequence of gray
level images using an edge detector similar to [1].

To measure the resemblance of an image with the
model we use the partial Hausdorff distance.

Given two sets of points P and @, the Hausdorff
distance is defined as:

H(P,Q) = max(h(P,Q), M@, P))

where
h(P, = max min -
(P,Q) = maxmin || p— g |
and || . || is some norm for measuring the distance

between two points p and gq. The Hausdorff distance
is the maximum among h(P, @) and h(Q, P).

By computing the Hausdorff distance in this way
we obtain the most mismatched point between the two
shapes compared; consequently, it is very sensitive to
the presence of any outlying points. For that reason it
is often appropriate to use a more general rank order
measure, which replaces the maximization operation
with a rank operation. This measure (partial distance)
is defined as [3]. hy = Kitp zrgg | p—q|. Where

KXt o f(p) denotes the K" ranked value of f(p) over
the set P.

The term hg1 (P, Q) is the unidirectional partial dis-
tance from the model to the image, and hio(Q, P) is
the unidirectional partial distance from the image to
the model. Where P = M; is the model and Q = I; is
the image or region of the image given at ¢ time of one
sequence. The maximum of these two values defines
the partial Hausdorff distance.

6.1 Finding the model position

The first task to accomplish is to define the posi-
tion of the model M; in the next image I;;; of the
sequence. The search for the model in the image (or
image’s region) is done in some direction selected. We
are using the unidirectional partial distance from the
model to the image to achieve this first step.

It is possible to identify the set of translations of M,
such that hg; (M, I;41) is no larger than some value



7, in this case there may be multiple translations that
have essentially the same quality [4]. However, rather
than computing the single translation giving the mi-
nimum distance or the set of translations, such that
its correspond hy; is no larger than 7, it is possible to
find the first translation, such that its associated hy;
is no larger than 7, for a given search direction., in
this way the computing time is significantly reduced.

6.2 Checking target position and building
the new model

Having found the position of the model M; in the
next image Iz, of the sequence, we now have to build
the new model M;y; by determining which pixels of
the image I, are part of this new model.

The model is updated by using the unidirectional
partial distance from the image to the model. The
new model is defined as:

M1 = {q € Iya | heo(T41, 9(My)) < 6}

Where g(M;) is the model at the time ¢ under the
action of the translation g, and § controls the degree to
which the method is able to track objects that change
shape.

The tracking of the model is successful if:

k1> fM | hr1 (MtaIt+1) <T

and
k2> fI'| hxo(Iiq1,9(My)) <0,

in which fM is a fraction of the number total of
points of the model M; and fI is a fraction of image’s
point of I;,; superimposed on g(M;).

6.3 Owur contributions over the tracking
method

The target tracking method presented in this paper
is based on the one introduced in [3] and [4]. This sec-
tion enumerates some extensions that we have made
over the general method.

Firstly, we are using an automatic identification
method in order to select the initial model. This me-
thod uses several attributes of the image such as color,
texture and shape. Secondly, only a small region of the
image is examined to obtain the new target position,
as opposed to the entire image. In this manner, the
computation time is decreased significantly. The idea
behind a local exploration of the image is that if the
execution of the code is quick enough, the new target
position will then lie within a vicinity of the previous
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one. In this way, the robustness of the method is in-
creased to handle target deformations, since it is less
likely that the shape of the model will change signifi-
cantly in a small ét. Finally, instead of computing the
set of translations of My, such that hgi (M, It41) is no
larger than some value 7, we are finding the first trans-
lation whose hg1 (M, It11) is less than 7. This stra-
tegy significantly decreases the computational time.

7 Cooperation between the nomina-
tive model of the scene and the vi-
sual tracking

We underline that the nominative model of the
scene is used to select automatically an appropria-
ted landmark. This approach allows the selection of a
landmark based on its nature and shape.

When several elements having the same nature are
present in the scene, the nominative model of re-
gions could be used to select one according to its two-
dimensional representation. i.e., the longest region be-
longing to the class rock, present in the image. It is
also possible to track portions of landmark to decrease
the computation running time of the tracking process.
One criteria is being here to select the element with
the largest elongation when there are several elements
of the same nature. This criteria is as follows: The
first step is to select the longest region in the image.
The major vertical axis of the object is found, and a
window is constructed around it. The window width is
determined as a fraction of the size of the major verti-
cal axis, only the points belonging to the region of the
class chosen and falling within the window are taken
into consideration. In addition very narrow elements
are avoided.

8 Experimental results

To show the construction of the nominative model,
we present this process in a image. Figure 1 shows
the original image. Figure 2 shows the color image
segmentation and the identification of the regions. La-
bels in the images indicate the nature of the regions:
(R) rock, (G) grass, (T) tree and (S) sky. The iden-
tification in this case was performed by using the hie-

rarchical classifier.
The Region at the top right corner of the image

was identified as grass. However, this region is placed
out of the confidence borders defined for this class, in
this case the system can correct the mistake by using
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contextual information; this region is then relabeled
as tree, figure 3 shows the final model of this scene.
Figure 4 shows the gray levels used to label the classes,
two gray levels were used to label the class rock in or-
der to show the capability to select one as a target
according to its two-dimensional representation. Fi-
gures from 5 to 8 show the originals images and their
nominative model.

The general results of the identification were as fol-
lows: The database was generated from 40 images.
The identification was performed over 20 images, none
of which were included in the training set.

Table 1 shows the experimental results obtained by
using the Bayesian classification, Table 2 shows the re-
sults by using the hierarchical classifier. The results of
identification in both tables do not include the correc-
tion by contextual information; whether this correc-

Fig 9

Fig 11 Fig 12

tion is done the errors are almost totally eliminated.

Bayesian classification gives somewhat better re-
sults than the hierarchical classifier, however the hie-
rarchical classifier eliminates computations by allo-
wing the selection of different subsets of features at
different internal nodes of the tree.

The tracking method was implemented in C, the
computation running time is dependent on the region
size examined to obtain the new target position. For
video sequences the code is capable of processing a
frame in about 0.3 seconds for a video image of (256
X 256 pixels). The construction of the nominative
model of the scene is done in about 3.5 seconds. The
computer employed in these experimentations was a
SPARC 20.

Figure 7 shows the original image, figure 8 shows
the automatic selection of a landmark based on its
nature and shape. In this case a portion of the rock
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Number | Number of %
Nature of regions of
regions | identified | success

Tree 46 43 93%
Ski 26 25 96%
Grass 29 26 89%
Rock 34 34 100%
Total 135 128 94%

Table 1: results for the Bayesian classification

Number | Number of %
Nature of regions of
regions | identified | success

Tree 46 40 91%
Ski 26 25 96%
Grass 29 25 86%
Rock 34 34 100%
Total 135 124 91%

Table 2: results for the hierarchical classifier

having the largest elongation is selected as the target.
The selection criteria described previously is utilized
here. Figures 9, 10, 11 and 12 show the tracking of a
rock, this rock is marked in the figure with a boundary
box. Another larger boundary box is used to delineate
the region of examination.

9 Conclusion and future work

A mobile robot must have complete perceptual ca-
pabilities to be able to performed a complex task.
Computer visual techniques can provide useful know-
ledge about the environment. In order to obtain this
knowledge different image processing are necessary
from pixel correlation up to high-level operations such
as image understanding. Even though our approach
consists of several phases executed in sequence, the co-
operation among them is possible. Over-segmentation
and identification errors can be corrected by using
contextual information from the environment. Re-
gions with several elements of a different nature can be
detected by using an homogeneity measure of a poste-
riori probability of the region’s class membership, such
as Shannon’s entropy. These regions can be eventually
re-segmented.

In terms of adding functionality to the system,
there are some possible extensions: first, we plan to
use the nominative model of regions in order to detect
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a tracking drift. Since the speed of computation of the
nominative model is slower than the tracking process,
the nominative model of regions will be computed to
a smaller frequency. The goal is to perform a double-
check by using the nature of the target in addition to
the partial Hausdorff distance to detect possibles tra-
cking errors. Second, we would also like to consider
the case of multiple targets.
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