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#### Abstract

In this paper we consider the surveillance problem of tracking a moving evader by a nonholonomic mobile pursuer. We deal specifically with the situation in which the only constraint on the evader's velocity is a bound on speed (i.e., the evader is able to move omnidirectionally), and the pursuer is a nonholonomic, differential drive system having bounded speed.

We formulate our problem as a game. Given the evader's maximum speed, we determine a lower bound for the required pursuer speed to track the evader. This bound allows us to determine at the beginning of the game whether or not the pursuer can follow the evader based on the initial system configuration. We then develop the system model, and obtain optimal motion strategies for both players, which allow us to establish the long term solution for the game. We present an implementation of the system model, and motion


[^0]strategies, and also present simulation results of the pursuit-evasion game.
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## 1 Introduction

In this paper, we consider the surveillance problem in which a nonholonomic mobile robot (the pursuer) tracks an unconstrained mobile evader, maintaining surveillance of the evader at all times, at a constant surveillance distance. We assume that both the pursuer and evader have full knowledge of the other's state, and that the speeds of the pursuer and evader are bounded (though they do not necessarily have the same bound). We consider here a purely kinematic problem, and neglect any effects due to dynamic constraints (e.g., acceleration bounds).

In our past research, we have developed motion strategies for other versions of the tracking problem. In [26] we have considered the case where both the pursuer and the evader are modeled as holonomic systems. We analyzed two main scenarios: one in which the distance between the pursuer and the evader is variable but the speed of both players is unbounded, and a second in which the speed of both the evader and the pursuer is bounded but the distance between the pursuer and the evader is constant. This work led to a sufficient condition for escape by the evader, and to pursuit strategies. In [27] we specifically addressed the combinatorial problem inherent to any strategy that considers visiting several locations in an environment with obstacles. We considered simultaneously bounded
speed for both players and a variable distance separating them, but we used a simplified definition of visibility. In [27] we also provided complexity results for the problem.

The distinguishing feature of our current work is the consideration of nonholonomic constraints on the motion of the pursuer. Such constraints qualitatively change the solutions to the surveillance problems that we have previously considered. By imposing nonholonomic constraints on the motion of the pursuer, we are able to model a more realistic set of robotics surveillance problems, since most mobile robots are subject to such constraints, while many evaders are not. For example, the results we present here apply to problems for which the pursuer is a wheeled mobile robot tracking a human evader.

As is well known in mobile robotics research, constraints that are defined in terms of time derivatives of configuration variables and that cannot be integrated to eliminate these derivatives are known as nonholonomic constraints [18,20]. Motion planning for robots with nonholonomic constraints has been an active research area since the 1990's (see, e.g., [2, 19, 22, 23, 32]). From the point of view of path planning, an important consequence of nonholonomic constraints is that the existence of a collision-free path in the configuration space does not necessarily imply the existence of a feasible trajectory for the constrained system [20].

The problem we consider in this paper is related to pursuit-evasion games. A great deal of previous research exists in the area of pursuit and evasion, particularly in the area of dynamics and control in the free space (without obstacles) $[9,14,1]$. The pursuit-evasion problem is often framed as a problem in noncooperative dynamic game theory [1].

A pursuit-evasion game can be defined in several ways. For example, one or more pursuers could be given the task of finding an evader $[15,12]$. To solve this problem, the pursuer(s) must sweep the environment so that the evader is not able to eventually sneak into an area that has already been explored. Deterministic $[28,33,8,31,34]$ and probabilistic algorithms [35, $10,6]$ have been proposed to solve this problem. This problem is different from ours, since we assume that the pursuer is initially aware of the evader's position, with the goal of maintaining sight of the evader.

Alternatively, the pursuer(s) might have as a goal to actually "catch" the evader(s), that is, move to a contact configuration, or closer than a given distance. In the classical differential game, called the homicidal chauffeur problem [14], a faster pursuer (w.r.t. the evader) has as its objective to get closer than a given
constant distance (the capture condition) from a slower but more agile evader. The pursuer is a vehicle with a minimum turning radius. The game takes place in the Euclidean plane without obstacles, and the evader aims to avoid the capture condition. In our problem, we also consider a faster pursuer and a more agile evader moving in an environment without obstacles. However, there are some important differences between the problem described in this paper and the homicidal chauffeur problem. In this paper the game is defined differently. The objective of the pursuer is to maintain the capture condition not to obtain it; that is, the pursuer aims to maintain a given constant distance from the evader, while the evader aims to break that constant surveillance distance. Also we consider that the pursuer is a Differential Drive Robot, i.e. the pursuer can rotate in place.

Our tracking problem consists of determining a pursuer motion strategy to always maintain surveillance of the evader by the pursuer (assuming surveillance in the initial state). The evader is under pursuer surveillance whenever the evader is at a constant distance $L$ from the pursuer ( $L$ can be considered as the upper limit of the physical sensor used by the pursuer). It is pertinent to analyze this specific case for the following reasons: First, commercially available sensors (laser and cameras) have upper range limits. In particular, even in the absence of obstacles, if the evader is farther from the pursuer than the sensor range then its location is unknown, and the surveillance is broken. Second, our results are applicable to a variety of nonsurveillance problems. For example, shared manipulation by a human and a nonholonomic robot imposes similar constraints on the two agents (maintaining a fixed relative distance between the agents).

Recent years have seen a growing interest in related problems within the robot motion planning community. For instance, a related problem, which has been extensively studied, consists in maintaining visibility of a moving evader in an environment with obstacles [21, 11, 17, 13, 3]. Game theory is proposed in [21] as a framework to formulate the tracking problem, and an online algorithm is presented. In [5], an algorithm is presented that operates by maximizing the probability of future visibility of the evader. This algorithm is also studied with more formalism in [21]. The work in [7] presents an approach that takes into account the positioning uncertainty of the robot pursuer. The approach presented in [25] computes a motion strategy by maximizing the shortest distance to escape - the shortest distance the evader needs to move in order to escape the pursuer's visibility region. In [11], a tech-
nique is proposed to track an evader without the need of a global map. Instead, a range sensor is used to construct a local map of the environment, and a combinatorial algorithm is then used to compute a motion for the pursuer at each iteration. In [13], a greedy approach to the surveillance problem was proposed, in which a local minimum risk function, called the vantage time, was optimized.

Others have studied an extended version of the problem involving multiple participants of each kind (evaders and pursuers). For example, [29] developed a method that attempts to minimize the total time in which the evaders escape surveillance. In a similar vein, [17] combined the application of mobile and static sensors, using a measure of the degree of occlusion, based on the average mean free path of a random line segment.

Pursuit-evasion has been found to be of use in a variety of interesting applications. For example, in [16], the authors noticed the similarity between pursuitevasion games and mobile-routing for networking. Applying this similarity, they proposed motion planning algorithms for robotic routers to maintain connectivity between a mobile user and a base station.

In spite of these efforts, to date only heuristic solutions have been reported, both for the general tracking problem, and for the constrained tracking problem (the problem we consider in the present paper). Neither exact solutions nor correct and complete algorithms ${ }^{1}$ to find them have previously been reported.

In this paper, we begin in Section 2 by developing the system equations for the pursuer-evader system. Using these equations together with the bound on evader speed, in Section 2.1, we deduce a lower bound for the pursuer speed that is required to maintain a constant distance from the evader in an environment without obstacles. In Section 3, we present the main contribution of this work, namely, (a) the determination of the conditions that permit each of the players to win, and (b) the corresponding motion strategies. These strategies are demonstrated in various scenarios in Section 4.

In what follows, we will refer to the line segment that connects the pursuer and evader as the rod due to an analogy with the motion planning problem studied in [30]. The evader controls the position of the rod's origin $(x, y)$ and the control of the rod's orientation $\phi$ is shared by both players. We consider an antagonis-

[^1]tic evader that moves continuously, and that full state feedback is available for both players.

## 2 System Model

Figure 1 shows the geometric description of the system. The variables $x_{e}, y_{e}, x_{p}, y_{p}$ denote the evader and pursuer positions with respect to the global reference frame. The variable $\theta$ is the angle of the pursuer's wheels with respect to the global $x$ axis, and $\phi$ represents the angle between the rod and the global $x$ axis. One can also interpret $\phi$ as the angular coordinate of the pursuer position relative to the evader in polar coordinates and therefore it may be considered to correspond to the sensor angle. Likewise, we can express the orientation of the evader relative to the pursuer as $\phi_{p}=\phi+\pi$. Note that $\dot{\phi}_{p}=\dot{\phi}$. The angle of the evader velocity vector with respect to the global $x$ axis is denoted by $\psi$. Although all these quantities are time dependent, in what follows the explicit time dependence will be omitted, in order to simplify the notation.


Fig. 1 The geometric model of the pursuer-evader system

For the evader state, the equations are simple, since the evader velocity is taken as an independent input to the system, under full control of the evader. Hence, we have
$\dot{x}_{e}=V_{e} \cos \psi$
$\dot{y}_{e}=V_{e} \sin \psi$
in which $V_{e}$ is the linear velocity of the evader, and we use
$u_{1}=V_{e}$
$u_{2}=\psi$
under the constraint $\left|V_{e}\right| \leq V_{e}{ }^{\max }$. The control $u_{2}$ appears as the argument to cos and sin functions in the state equations, and thus the state equations cannot be factored nicely into the form $A(q) u(q)$.

For the pursuer velocity, we have the usual parametrization using unicycle kinematics
$\dot{x}_{p}=V_{p} \cos \theta$
$\dot{y}_{p}=V_{p} \sin \theta$
with the constraint that $\left|V_{p}\right| \leq V_{p}^{\max }$. Since the pursuer is a differential drive robot, we use the usual assignment of control inputs [2]. For a robot with wheels of unit radius, the control inputs are therefore given by
$u_{3}=V_{p}=\frac{w_{r}(t)+w_{l}(t)}{2}$
$u_{4}=\dot{\theta}=\frac{w_{r}(t)-w_{l}(t)}{2 b}$
in which $b$ is the distance between the center of the robot and the wheel location. When $u_{3}=0$ and $u_{4} \neq 0$, the robot rotates without translation, and when $u_{3} \neq 0$ and $u_{4}=0$ the robot translates without rotation.

The bounds on the pursuer's speed derive from bounds on the rate at which the wheels can spin, and are thus naturally expressed as bounds on $u_{3}$ and $u_{4}$. In this paper, we will assume symmetric and equal bounds for the two wheels, $-w^{\max } \leq w_{r}, w_{l} \leq w^{\max }$. We denote these bounds by (considering the radius of the wheels equal to 1 ):
$V_{p}^{\max }=u_{3}^{\max }=\max u_{3}=\frac{1}{2} \max \left\{w_{r}(t)+w_{l}(t)\right\}=$ $w^{\text {max }}$
$u_{4}^{\max }=\max u_{4}=\frac{1}{2 b} \max \left\{w_{r}(t)-w_{l}(t)\right\}=$
$\frac{1}{b} w^{\max }$
so that $u_{3}^{\max }$ is the maximum forward linear speed of the pursuer and $u_{4}^{\max }$ is the maximum counterclockwise rate of rotation of the pursuer.

When the surveillance constraints are satisfied, the relationship between evader and pursuer positions is given by:

$$
\begin{equation*}
\binom{x_{p}}{y_{p}}=\binom{x_{e}}{y_{e}}+L\binom{\cos \phi}{\sin \phi} \tag{9}
\end{equation*}
$$

All pursuer velocities that maintain a constant distance $L$ between the evader and the pursuer must therefore satisfy:

$$
\begin{equation*}
\binom{\dot{x}_{p}}{\dot{y}_{p}}=\binom{\dot{x}_{e}}{\dot{y}_{e}}+L \dot{\phi}\binom{-\sin \phi}{\cos \phi} \tag{10}
\end{equation*}
$$

From equations 5, 6 and 10 we obtain the following expression for the evader velocity:

$$
\begin{equation*}
\binom{\dot{x}_{e}}{\dot{y}_{e}}=V_{p}\binom{\cos \theta}{\sin \theta}+L \dot{\phi}\binom{\sin \phi}{-\cos \phi} \tag{11}
\end{equation*}
$$

which can be re-written as

$$
\binom{\dot{x}_{e}}{\dot{y}_{e}}=\left(\begin{array}{cr}
\cos \theta & L \sin \phi  \tag{12}\\
\sin \theta & -L \cos \phi
\end{array}\right)\binom{u_{3}}{\dot{\phi}}
$$

If we define the matrix $A$ as
$A=\left(\begin{array}{cc}\cos \theta & L \sin \phi \\ \sin \theta & -L \cos \phi\end{array}\right)$
we find
$\operatorname{det} A=-L \cos (\theta-\phi)$
which implies that the pursuer can follow the evader only when $(\theta-\phi) \neq \pm \frac{\pi}{2}$. In other words, the rod cannot have a relative angle to the pursuer wheels equal to $\pm \frac{\pi}{2}$ because this would require unbounded pursuer speed to maintain surveillance.

Using equations 12 and 13 , the relationship between the speed of the evader and the linear velocity of the pursuer can be expressed as

$$
\begin{align*}
{\dot{x_{e}}}^{2}+{\dot{y_{e}}}^{2} & =\left(\begin{array}{ll}
u_{3} & \dot{\phi}
\end{array}\right) A^{T} A\binom{u_{3}}{\dot{\phi}}  \tag{15}\\
& =u_{3}{ }^{2}-2 u_{3} \dot{\phi} L \sin (\theta-\phi)+L^{2} \dot{\phi}^{2} \tag{16}
\end{align*}
$$

The pursuer must be able to track the evader for any evader velocity that satisfies $\sqrt{\dot{x}_{e}{ }^{2}+\dot{y_{e}}}{ }^{2} \leq V_{e}^{\text {max }}$, and in particular, when the evader moves at maximum speed, the pursuer velocity must satisfy
$f\left(u_{3}, \dot{\phi}\right)=u_{3}{ }^{2}-2 u_{3} \dot{\phi} L \sin (\theta-\phi)+L^{2} \dot{\phi}^{2} \leq\left(V_{e}^{\max }\right)^{2}$
which defines the interior of an ellipse in the $u_{3}-\dot{\phi}$ plane (see Figure 2).



Fig. 2 Velocity bounds in $\dot{x}_{e}-\dot{y}_{e}$ plane and in the $u_{3}-\dot{\phi}$ plane
2.1 Bounds for $u_{3}$ and $\dot{\phi}$ to maintain surveillance

To track the evader, $u_{3}$ must be able to attain all the values inside the projection of the ellipse onto the $u_{3}$ axis. Let $\alpha$ denote the maximal value for this projection of the ellipse (see figure 2). Then we have that $\alpha \leq \max \left|u_{3}\right|=V_{p}^{\max }$.

To determine $\alpha$ we first solve for the value of $\dot{\phi}$ that corresponds to the value of $f$ in equation 16 for the extremal of $u_{3}$
$\frac{\partial f}{\partial \dot{\phi}}=0 \rightarrow \dot{\phi}=\frac{u_{3} \sin (\theta-\phi)}{L}$
We now substitute this value into $f\left(u_{3}, \dot{\phi}\right)=\left(V_{e}{ }^{\max }\right)^{2}$, and solve for $u_{3}=\alpha$ as follows

$$
\begin{aligned}
\left(V_{e}^{\max }\right)^{2} & =u_{3}^{2}-2 u_{3}^{2} \sin ^{2}(\theta-\phi)+u_{3}^{2} \sin ^{2}(\theta-\phi) \\
& =u_{3}^{2}\left(1-\sin ^{2}(\theta-\phi)\right)
\end{aligned}
$$

which implies that
$\alpha=\frac{V_{e}{ }^{\max }}{|\cos (\theta-\phi)|}=u_{3}^{*} \leq V_{e}^{\max }$
Using a similar analysis, we derive $\beta$ as a bound on $\dot{\phi}$. In particular, we project the ellipse $f\left(u_{3}, \dot{\phi}\right)=$ $\left(V_{e}{ }^{\text {max }}\right)^{2}$ onto the $\dot{\phi}$ axis (see Figure 2), and after manipulations similar to those above we obtain
$\beta=\frac{V_{e}{ }^{\max }}{|L \cos (\theta-\phi)|} \leq \max |\dot{\phi}|$
This implies that the pursuer must be able to choose its angular velocity to satisfy this constraint in order to track the evader.

From this analysis it follows that when the inequalities given in 17 and 18 hold, there is a control such that the pursuer can follow the evader moving at maximal velocity, whatever direction the evader chooses. In the next sections we present a detailed analysis that will allow us to determine, for each initial configuration of the system, which player may win the game, along with the corresponding winning strategies.
2.2 Determining $u_{3}$ and $\dot{\phi}$ to track the evader

If the evader's controls $u_{1}, u_{2}$ and the values of $\theta$ and $\phi$ are given, then the linear speed $u_{3}^{*}$ of the pursuer required to maintain a constant distance $L$ from the evader is in fact fixed. In Appendix A we derive an expression for this value of $u_{3}^{*}$, which is given by:
$u_{3}^{*}\left(\phi, \theta, u_{1}, u_{2}\right)=\frac{u_{1} \cos \left(u_{2}-\phi\right)}{\cos (\theta-\phi)}$
Notice that this expression takes its maximum value, which corresponds to the bound presented in 17, when $u_{1}=V_{e}^{\max }$ and $u_{2}=\psi=\phi$ or $u_{2}=\psi=\phi+\pi$

In Appendix B we show that when the pursuer successfully tracks the evader (i.e., when $u_{3}=u_{3}^{*}$ ), $\dot{\phi}$ is given by:
$\dot{\phi}\left(\phi, \theta, u_{1}, u_{2}\right)=\frac{u_{1} \sin \left(\theta-u_{2}\right)}{L \cos (\theta-\phi)}$
Note that the bound presented in 18 is reached when $u_{1}=V_{e}^{\max }$ and $u_{2}=\psi=\theta \pm \frac{\pi}{2}$.

If we parametrize the configuration of the pursuerevader system by the evader position, $x_{e}, y_{e}$, the angle of the rod with respect to the world coordinate frame, $\phi$, and the orientation of the pursuer's wheels (heading) with respect to the world coordinate frame, $\theta$, an alternative system model in state-space form is given by
$\left(\begin{array}{c}\dot{x}_{e} \\ \dot{y}_{e} \\ \dot{\phi} \\ \dot{\theta}\end{array}\right)=\left(\begin{array}{c}u_{1} \cos u_{2} \\ u_{1} \sin u_{2} \\ \frac{u_{1} \sin \left(\theta-u_{2}\right)}{L \cos (\theta-\phi)} \\ u_{4}\end{array}\right)$
It is important to stress the fact that to maintain a constant distance between the evader and the pursuer, equations 19 and 20 in terms of the evader controls must be satisfied.

### 2.3 Bounds on $u_{4}$ when tracking the evader

For a given choice of $u_{3}$, there is a finite range of values that can be taken by $u_{4}$, since the differential drive robot wheel speeds are bounded (as described in Section 2). As the linear speed of the pursuer $\left|u_{3}\right|$ attains its maximum, the rate of rotation of the pursuer $\left|u_{4}\right|$ attains its minimum. For example, when $\left|u_{3}\right|=V_{p}^{\max }$, we necessarily have $\dot{\theta}=0$. Using equations 7 and 8 , the bounds on $u_{4}$ are most easily deduced by considering


Fig. 3 Control space $\left(u_{3}, u_{4}\right)$
individually the case $u_{3}<0$ and $0 \leq u_{3}$. For $0 \leq u_{3}$ we have
$-\frac{1}{b}\left(V_{p}^{\max }-u_{3}\right) \leq u_{4} \leq \frac{1}{b}\left(V_{p}^{\max }-u_{3}\right)$
and for $u_{3}<0$ we have
$-\frac{1}{b}\left(V_{p}^{\max }+u_{3}\right) \leq u_{4} \leq \frac{1}{b}\left(V_{p}^{\max }+u_{3}\right)$
These four constraints are illustrated in Figure 3. They can be combined into the single expression
$|\dot{\theta}|=\left|u_{4}\left(u_{3}\right)\right| \leq \frac{1}{b}\left(V_{p}^{\max }-\left|u_{3}\right|\right)$
This expression gives the maximum rate of rotation for the pursuer, given a specified linear speed $u_{3}$.

## 3 Evader and Pursuer Strategies

From the analysis presented in Section 2.1 we can establish that if at any time inequality 17 does not hold then the evader wins. But this analysis does not directly address the issue of determining which player wins the game for a given configuration of the system, nor does it determine winning strategies for the pursuer and evader. In this section, we consider these issues. We begin with an intuitive motivation for the pursuer and evader strategies, and then give a more formal treatment.

The result of the pursuit-evasion game depends critically on the rotation speeds for the $\operatorname{rod}(\dot{\phi})$ and for the pursuers heading $(\dot{\theta})$. This may be seen in equation 19 , which gives the linear velocity $u_{3}^{*}$ for the pursuer, so that a constant value for $L$ is maintained. As $|\cos (\theta-\phi)|$ increases, the required value for $u_{3}$ decreases, and reaches its minimum when $|\cos (\theta-\phi)|=$ 1. On the other hand, when $|\cos (\theta-\phi)|=0$ there
is no pursuer with bounded maximum speed that can maintain surveillance, since $u_{3}^{*} \rightarrow \infty$. For this reason, a good strategy for the pursuer is to move $\theta$ (using $\left.u_{4}=\dot{\theta}\right)$, so that $|(\theta-\phi)|$ decreases, while for the evader, a good strategy is to increase this value using $\dot{\phi}$, which depends only on its controls $u_{1}, u_{2}$ (equation 20). In particular, if $\max |\dot{\theta}|=\frac{1}{b}\left(V_{p}^{\max }-\left|u_{3}\right|\right)$ is equal to $|\dot{\phi}|$, the pursuer will be able to compensate exactly the rotation that the evader tries to impose on the rod, keeping $|(\theta-\phi)|$ constant. In this case, the best strategy for the pursuer is uniquely determined, and consists in setting $u_{3}=u_{3}^{*}$, and $u_{4}=u_{4}^{*}$, with $\left|u_{4}^{*}\right|=\max |\dot{\theta}|=\frac{1}{b}\left(V_{p}^{\max }-\left|u_{3}^{*}\right|\right)$. The sign for $u_{4}^{*}$ must be chosen in such way that the angle between the rod and the pursuer's wheels $(\theta-\phi)$ moves away from $\pm \frac{\pi}{2}$. Specifically:

$$
\begin{align*}
u_{4}^{*}(\theta, \phi) & =s(\theta, \phi) \max |\dot{\theta}| \\
& =s(\theta, \phi) \frac{1}{b}\left(V_{p}^{\max }-\left|u_{3}^{*}(\theta, \phi)\right|\right) \tag{23}
\end{align*}
$$

in which
$s(\theta-\phi)= \begin{cases}-1: & (\theta-\phi) \in\left(0, \frac{\pi}{2}\right) \bigcup\left(\pi, \frac{3 \pi}{2}\right) \\ +1: & (\theta-\phi) \in\left(\frac{\pi}{2}, \pi\right) \bigcup\left(\frac{3 \pi}{2}, 2 \pi\right)\end{cases}$
and the value -1 corresponds to clockwise rotation while the value +1 corresponds to counterclockwise rotation.

In the case of the evader, the situation is more complex, since it can control $\dot{\phi}$ directly (equation 20), but also $\max |\dot{\theta}|$ indirectly, since it can maximize the required linear speed of the pursuer $u_{3}^{*}$ (see equation (22)). In particular, one can establish the following lemma.

## Lemma I:

Let $g\left(\phi, \theta, u_{2}\right)=\left(\left|\cos \left(\phi-u_{2}\right)\right|+\gamma\left|\sin \left(\theta-u_{2}\right)\right|\right)$ with $\gamma=b / L$. Then the following two converse conditions hold.
(i) $\max |\dot{\theta}|<|\dot{\phi}|$ if and only if
$V_{p}^{\max }(|\cos (\theta-\phi)|)<\left|u_{1}\right| g\left(\phi, \theta, u_{2}\right)$
(ii) $\max |\dot{\theta}| \geq|\dot{\phi}|$ if and only if
$V_{p}^{\max }(|\cos (\theta-\phi)|) \geq\left|u_{1}\right| g\left(\phi, \theta, u_{2}\right)$
Note that since $b$ is the radius of the robot pursuer then $L \geq b$ otherwise the evader is in collision with the pursuer, hence $\gamma \in(0,1]$.

Proof: The inequality $\max |\dot{\theta}|<|\phi|$ can be expanded as follows

$$
\begin{align*}
& \max |\dot{\theta}|<|\dot{\phi}|  \tag{25}\\
& \frac{1}{b}\left(V_{p}^{\max }-\left|u_{3}^{*}\right|\right)<\left|\frac{u_{1} \sin \left(\theta-u_{2}\right)}{L \cos (\theta-\phi)}\right|  \tag{26}\\
& \frac{1}{b}\left(V_{p}^{\max }-\left|\frac{u_{1} \cos \left(u_{2}-\phi\right)}{\cos (\theta-\phi)}\right|\right)<\frac{\left|u_{1} \sin \left(\theta-u_{2}\right)\right|}{|L \cos (\theta-\phi)|}  \tag{27}\\
& V_{p}^{\max }(|\cos (\theta-\phi)|)< \\
&\left|u_{1}\right|\left(\left|\cos \left(\phi-u_{2}\right)\right|+\gamma\left|\sin \left(\theta-u_{2}\right)\right|\right) \tag{28}
\end{align*}
$$

in which inequality 26 follows from equation 22 (assuming the maximum value of $|\dot{\theta}|$ ) and from equation 20 ; inequality 27 follows from equation 19 ; and inequality 28 follows from straightforward manipulation.

The second part of the proof corresponding to $\max |\dot{\theta}| \geq|\dot{\phi}|$ is analogous to the one presented above, yielding

$$
\begin{align*}
V_{p}^{\max } & (|\cos (\theta-\phi)|) \geq \\
& \left|u_{1}\right|\left(\left|\cos \left(\phi-u_{2}\right)\right|+\gamma\left|\sin \left(\theta-u_{2}\right)\right|\right) \tag{29}
\end{align*}
$$

From this result, we can infer that a good strategy for the evader is to choose $\left(u_{1}, u_{2}\right)=\left(u_{1}^{*}, u_{2}^{*}\right)$ at every time instant, such that
$\left(u_{1}^{*}, u_{2}^{*}\right)=\arg \max _{u_{1}, u_{2}}\left|u_{1}\right| g\left(\phi, \theta, u_{2}\right)$
If $V_{p}^{\max }(|\cos (\theta-\phi)|)=u_{1}^{*} g\left(\phi, \theta, u_{2}^{*}\right)-\epsilon$ at any time, for an arbitrarily small $\epsilon>0$, then this choice will be the only one that will allow the evader to move $\cos (\theta-$ $\phi)$ towards 0 . As we will now show, these choices, i.e., $\left(u_{1}^{*}, u_{2}^{*}\right)$ and $\left(u_{3}^{*}, u_{4}^{*}\right)$, actually represent winning strategies for the evader and pursuer respectively, and in some sense they may be considered as equilibrium strategies for the game [14].

We now proceed with a formal development of the conditions that determine the winner of the game and the players' strategies. The following lemma gives conditions on the value of $u_{2}$ that maximizes $g\left(\phi, \theta, u_{2}\right)$.

## Lemma II:

Consider the following functions:
$\psi_{1}=\arctan \left(\frac{\sin \phi-\gamma \cos \theta}{\cos \phi+\gamma \sin \theta}\right)$
$\psi_{2}=\arctan \left(\frac{\sin \phi+\gamma \cos \theta}{\cos \phi-\gamma \sin \theta}\right)$
$\psi_{3}=\arctan \left(\frac{-\sin \phi-\gamma \cos \theta}{-\cos \phi+\gamma \sin \theta}\right)$
$\psi_{4}=\arctan \left(\frac{-\sin \phi+\gamma \cos \theta}{-\cos \phi-\gamma \sin \theta}\right)$

The evader control $u_{2}$ that maximizes $g\left(\phi, \theta, u_{2}\right)$ for given values of $\phi$ and $\theta$ is given by
$u_{2}= \begin{cases}\psi_{1} \text { or } \psi_{4}=\psi_{1}+\pi: \quad(\theta-\phi) \in[0, \pi] \\ \psi_{2} \text { or } \psi_{3}=\psi_{2}+\pi: \quad(\theta-\phi) \in[\pi, 2 \pi]\end{cases}$
The proof of this lemma is given in Appendix C.
Next, we give some monotonicity properties of some functions that will be used later to establish our main result:

## Lemma III:

Define the following functions:

$$
\begin{aligned}
K(\theta, \phi)= & \left\{\begin{array}{l}
\psi_{4}(\theta, \phi), \text { If }(\theta-\phi) \in[0, \pi] \\
\psi_{3}(\theta, \phi), \text { If }(\theta-\phi) \in[\pi, 2 \pi]
\end{array}\right. \\
& u_{3}^{* *}(\theta, \phi)=u_{3}^{*}\left(V_{p}^{\max }, K(\theta, \phi), \theta, \phi\right),
\end{aligned}
$$

$u_{4}^{* *}(\theta, \phi)=s(\theta, \phi) \max |\dot{\theta}|=s(\theta, \phi) \frac{1}{b}\left(V_{p}^{\max }-\left|u_{3}^{* *}(\theta, \phi)\right|\right)$
with $s(\theta, \phi)$ given by equation 24 .
If $(\theta-\phi) \in\left(0, \frac{\pi}{2}\right) \bigcup\left(\pi, \frac{3 \pi}{2}\right)$ then $g(\phi, \theta, K)$ and $\left|\dot{\phi}\left(V_{p}^{\max }, K, \theta, \phi\right)\right|$ increase monotonically (w.r.t $(\theta-$ $\phi)$ ), and $\left|u_{4}^{* *}(\theta, \phi)\right|=\max |\dot{\theta}|$ decreases monotonically (w.r.t $(\theta-\phi)$ ).

Symmetrically, if $(\theta-\phi) \in\left(\frac{\pi}{2}, \pi\right) \bigcup\left(\frac{3 \pi}{2}, 2 \pi\right)$ then $g(\phi, \theta, K)$ and $\left|\dot{\phi}\left(V_{p}^{\max }, K, \theta, \phi\right)\right|$ decrease monotonically (w.r.t $(\theta-\phi)$ ), and $\left|u_{4}^{* *}(\theta, \phi)\right|=\max |\dot{\theta}|$ increases monotonically (w.r.t $(\theta-\phi)$ ).
Proof: We note here the two main properties of this proof.

- The possible admissible values of the ratio $\gamma \in(0,1]$ do not affect the monotonicity of $g(\phi, \theta, K)$.
- All the possible values of $(\theta-\phi)$ are considered, i.e., all four quadrants are covered.

The proof of Lemma III appears in Appendix D.
As it was mentioned above, the selected evader control must produce a rod rotation that brings the rod perpendicular to the pursuer wheels (pursuer heading) without bringing the rod and the pursuer heading (pursuer wheels) closer to parallelism. Let's call this sense of rotation Desirable Evader Sense of Rotation (DESR). Conversely, the selected pursuer control must produce a pursuer heading rotation that brings the pursuer wheels (pursuer heading) closer to parallelism with the rod, without bringing the pursuer heading (pursuer wheels) and the rod closer to perpendicularity. Let's call this sense of rotation Desirable Pursuer Sense of Rotation (DPSR). Refer to figure 13, which shows (DPSR) w.r.t the rod's orientation.

Thus, it is necessary to analyze the sense of rotation (clockwise or counterclockwise) of both the pursuer heading (directly controlled by the pursuer with $u_{4}$ ) and the rod (controlled by the evader by virtue of $u_{2}$ ). The desirable sense of rotation of both $u_{4}^{* *}$ and $\dot{\phi}\left(V_{p}^{\max }, K, \theta, \phi\right)$ is provided in the following corollary.

## Corollary of Lemma III:

If $(\theta-\phi) \in\left(0, \frac{\pi}{2}\right) \cup\left(\pi, \frac{3 \pi}{2}\right)$ then the DPSR is clockwise $(\mathrm{cw})$, i.e. $\operatorname{sgn}\left(u_{4}^{* *}\right)=s(\theta, \phi)=-1$ (as given by Eq. 24), and the DESR is also clockwise (cw), i.e. $\operatorname{sgn}\left(\dot{\phi}\left(\psi_{i}\right)\right)=$ -1 . Conversely, if $(\theta-\phi) \in\left(\frac{\pi}{2}, \pi\right) \cup\left(\frac{3 \pi}{2}, 2 \pi\right)$ then the DPSR is counterclockwise (ccw) $\operatorname{sgn}\left(u_{4}^{* *}\right)=s(\theta, \phi)=$ +1 (as given by Eq. 24), and the DESR is also counterclockwise $(\mathrm{ccw}) \operatorname{sgn}\left(\dot{\phi}\left(\psi_{i}\right)\right)=+1$. Thus, the following controls must be applied by the players according to the value of $(\theta-\phi)$, to obtain the required sense of rotation of both $u_{4}^{* *}$ and $\dot{\phi}\left(V_{p}^{\max }, K, \theta, \phi\right)$.

The evader control $u_{2}^{*}$, is given in table 1.

| $(\theta-\phi)$ | $\operatorname{sgn}\left(\dot{\phi}\left(V_{p}^{\max }, K, \theta, \phi\right)\right)$ | $u_{2}^{*}=\psi_{i}$ |
| :---: | :---: | :---: |
| $(\theta-\phi) \in\left[0, \frac{\pi}{2}\right]$ | $\operatorname{sgn}\left(\dot{\phi}\left(V_{p}^{\max }, K, \theta, \phi\right)\right)=-1$ | $u_{2}^{*}=\psi_{4}$ |
| $(\theta-\phi) \in\left[\frac{\pi}{2}, \pi\right]$ | $\operatorname{sgn}\left(\dot{\phi}\left(V_{p}^{\max }, K, \theta, \phi\right)\right)=+1$ | $u_{2}^{*}=\psi_{4}$ |
| $(\theta-\phi) \in\left[\pi, \frac{3 \pi}{2}\right]$ | $\operatorname{sgn}\left(\phi\left(V_{p}^{\max }, K, \theta, \phi\right)\right)=-1$ | $u_{2}^{*}=\psi_{3}$ |
| $(\theta-\phi) \in\left[\frac{3 \pi}{2}, 2 \pi\right]$ | $\operatorname{sgn}\left(\phi\left(V_{p}^{\max }, K, \theta, \phi\right)\right)=+1$ | $u_{2}^{*}=\psi_{3}$ |

Table 1 Evader control $u_{2}$ and rod's sense of rotation

The sign (sense of rotation) of $u_{4}^{* *}=\max |\dot{\theta}|=$ $\frac{1}{b}\left(V_{p}^{\max }-\left|u_{3}^{* *}\right|\right)$ is defined by equation 24.

The proof of the Corollary of Lemma III appears in Appendix E.

Remark 1: Note that with this definition for $u_{2}^{*}=\psi_{i}$ one gets precisely $u_{2}^{*}=K(\theta, \phi)$.

Remark 2: The DPSR for $u_{4}^{* *}$ also holds for $u_{4}^{*}$.
Remark 3: The control $u_{1}$ that maximizes $\left|u_{1}\right| * g$ is $u_{1}^{*}=V_{e}^{\max }$.

The next theorem represents our main result.

## Theorem I:

Let

$$
\begin{gathered}
u_{1}^{*}=V_{e}^{\max } \\
u_{2}^{*}=K(\theta, \phi)
\end{gathered}
$$

and let $u_{3}^{*}$ be as given by equation 19 , and $u_{4}^{*}$ as given by equation 23 . Now define
$M\left(V_{e}^{\max }, V_{p}^{\max }, \theta, \phi\right)=\left|\dot{\phi}\left(u_{1}^{*}, u_{2}^{*}\right)\right|-\frac{1}{b}\left(V_{p}^{\max }-\left|u_{3}^{* *}\right|\right)$
The manifold $M\left(V_{e}^{\max }, V_{p}^{\text {max }}, \theta, \phi\right)=0$ partitions the space spanned by $V_{e}^{\max }, V_{p}^{\max }, \theta, \phi$ into 2 regions, one
in which the pursuer can maintain surveillance indefinitely, and another in which the evader can eventually escape.
If $M\left(V_{e}^{\max }, V_{p}^{\max }, \theta, \phi\right)>0$ at the beginning of the game, then the evader eventually wins at some time $t>t_{0}$ if the strategy $\left(u_{1}, u_{2}\right)=\left(u_{1}^{*}, u_{2}^{*}\right)$ is applied at all times, regardless of the strategy applied by the pursuer. Otherwise, if at the beginning of the game $M\left(V_{e}^{\max }, V_{p}^{\max }, \theta, \phi\right) \leq 0$, the pursuer wins, if the strategy $\left(u_{3}, u_{4}\right)=\left(u_{3}^{*}, u_{4}^{*}\right)$ is applied at all times, regardless of the strategy applied by the evader.

## Proof:

The theorem can be proved based on the maximization of $g$ and the monotonicity of $\max \{g\},|\dot{\phi}|, \max |\dot{\theta}|$ and $|\cos (\theta-\phi)|$. Because $|\cos (\theta-\phi)|$ behaves differently depending on which quadrant contains $\theta-\phi$, we consider individually the four quadrants. Here, we consider the case for which $\theta-\phi \in\left[0, \frac{\pi}{2}\right]$. The proofs of the other cases are analogous and are included in Appendix F.

The proof proceeds as follows. We first consider the case when the pursuer applies the strategy $\left(u_{3}, u_{4}\right)=$ $\left(u_{3}^{* *}, u_{4}^{* *}\right)$ and the evader applies the strategy $\left(u_{1}, u_{2}\right)=$ $\left(u_{1}^{*}, u_{2}^{*}\right)$. We show that under these strategies the pursuer wins if $\max \left|\dot{\theta}\left(t_{0}\right)\right| \geq\left|\dot{\phi}\left(t_{0}\right)\right|$ (i.e., if at the beginning of the game $\left.M\left(V_{e}^{\max }, V_{p}^{\max }, \theta, \phi\right) \leq 0\right)$, else the evader wins. Second, we show that if the pursuer applies the strategy $\left(u_{3}, u_{4}\right)=\left(u_{3}^{*}, u_{4}^{*}\right)$ and $\left|\dot{\phi}\left(t_{0}\right)\right| \leq$ $\max \left|\dot{\theta}\left(t_{0}\right)\right|$, then the pursuer wins regardless of the strategy applied by the evader. Symmetrically, if the evader applies the strategy $\left(u_{1}, u_{2}\right)=\left(u_{1}^{*}, u_{2}^{*}\right)$ and $\left|\dot{\phi}\left(t_{0}\right)\right|>\max \left|\dot{\theta}\left(t_{0}\right)\right|$ then the evader wins regardless of the pursuer strategy. We now develop the details.

Assume that $M\left(V_{e}^{\max }, V_{p}^{\max }, \theta, \phi\right) \leq 0$ at the beginning of the game. We analyze this inequality first considering $M\left(V_{e}^{\max }, V_{p}^{\max }, \theta, \phi\right)<0$. Second, we analyze $M\left(V_{e}^{\max }, V_{p}^{\max }, \theta, \phi\right)=0$. Then $\max \left|\dot{\theta}\left(t_{0}\right)\right|>$ $\left|\dot{\phi}\left(t_{0}\right)\right|$ and $V_{p}^{\max }|\cos (\theta-\phi)|>\left|u_{1}^{*}\right| \cdot g\left(\phi, \theta, u_{2}^{*}\right)$. By Lemmas II and III, $g\left(\phi, \theta, u_{2}^{*}\right)$ is maximal and varies monotonically by applying the optimal $u_{2}^{*}=\psi_{4}$. By Lemma III, $g\left(\phi, \theta, u_{2}^{*}\right)$ monotonically decreases and $|\cos (\theta-\phi)|$ monotonically increases as $(\theta-\phi)$ varies from $\frac{\pi}{2}$ to 0 .

If $\max \left|\dot{\theta}\left(t_{0}\right)\right|>\left|\dot{\phi}\left(t_{0}\right)\right|$ then for $\epsilon \rightarrow 0$ we have $\left(\theta\left(t_{0}\right)-\phi\left(t_{0}\right)\right)>\left(\theta\left(t_{0}+\epsilon\right)-\phi\left(t_{0}+\epsilon\right)\right)$, and by Lemma III, max $|\dot{\theta}|$ monotonically increases and $|\dot{\phi}|$ monotonically decreases as $(\theta-\phi)$ varies from $\frac{\pi}{2}$ to 0 . Hence $\forall t>$ $t_{0}, \quad \max |\dot{\theta}(t)|>|\dot{\phi}(t)|$, and therefore $\forall t>t_{0},\left(\theta\left(t_{0}\right)-\right.$ $\left.\phi\left(t_{0}\right)\right)>(\theta(t)-\phi(t))$, and $(\theta(t)-\phi(t))$ decreases mono-
tonically until it reaches 0 and the pursuer wins.

Now assume that $M\left(V_{e}^{\max }, V_{p}^{\max }, \theta, \phi\right)>0$ at the beginning of the game. Then max $\left|\dot{\theta}\left(t_{0}\right)\right|<\left|\dot{\phi}\left(t_{0}\right)\right|$ and $V_{p}^{\text {max }}|\cos (\theta-\phi)|<\left|u_{1}^{*}\right| \cdot g\left(\phi, \theta, u_{2}^{*}\right)$. Then by Lemma III, $g\left(\phi, \theta, u_{2}^{*}\right)$ monotonically increases and $|\cos (\theta-\phi)|$ monotonically decreases as $(\theta-\phi)$ varies from 0 to $\frac{\pi}{2}$.

If $\max \left|\dot{\theta}\left(t_{0}\right)\right|<\left|\dot{\phi}\left(t_{0}\right)\right|$ then for $\epsilon \rightarrow 0$ we have $\left(\theta\left(t_{0}\right)-\phi\left(t_{0}\right)\right)<\left(\theta\left(t_{0}+\epsilon\right)-\phi\left(t_{0}+\epsilon\right)\right)$, and by Lemma III, max $|\dot{\theta}|$ monotonically decreases and $|\dot{\phi}|$ monotonically increases as $(\theta-\phi)$ varies from 0 to $\frac{\pi}{2}$.

Hence $\forall t>t_{0}, \quad \max |\dot{\theta}(t)|<|\dot{\phi}(t)|$, and therefore $\left(\theta\left(t_{0}\right)-\phi\left(t_{0}\right)\right)<(\theta(t)-\phi(t))$ and $(\theta(t)-\phi(t))$ increases monotonically until it reaches $\frac{\pi}{2}$ and the evader wins.

In the case of equality, i.e., $\left.\max \mid \dot{\theta}\left(t_{0}\right)\right)\left|=\left|\dot{\phi}\left(t_{0}\right)\right|\right.$ (equivalently, $V_{p}^{\max }|\cos (\theta-\phi)|=\left|u_{1}^{*}\right| \cdot g\left(\phi, \theta, u_{2}^{*}\right)$ ), for $\epsilon \rightarrow 0$ we will have $\left(\theta\left(t_{0}\right)-\phi\left(t_{0}\right)\right)=\left(\theta\left(t_{0}+\epsilon\right)-\phi\left(t_{0}+\right.\right.$ $\epsilon)$ ). By Lemma III, $\max |\dot{\theta}|$ and $|\dot{\phi}|$ remain constant for a given value of $(\theta-\phi)$. Hence $\forall t>t_{0}, \max |\dot{\theta}(t)|=$ $|\dot{\phi}(t)|$ and $(\theta(t)-\phi(t))=\left(\theta\left(t_{0}\right)-\phi\left(t_{0}\right)\right)$. Therefore, the values of both $g\left(\phi, \theta, u_{2}=K\right)$ and $|\cos (\theta-\phi)|$ remain constant and the pursuer wins. Note that this result obtains regardless of the quadrant in which $(\theta-\phi)$ lies.

We now show that, if $\max \left|\dot{\theta}\left(t_{0}\right)\right|<\left|\dot{\phi}\left(t_{0}\right)\right|$ then the evader wins regardless the pursuer strategy, whenever the evader applies $\left(u_{1}, u_{2}\right)=\left(u_{1}^{*}, u_{2}^{*}\right)$.

If $u_{3} \neq u_{3}^{*}$, the pursuer immediately loses, it cannot maintain the constant distance.

If $u_{3}=u_{3}^{*}$ but $u_{4} \neq u_{4}^{*}$ then for all time $t$ we will have $\left|u_{4}\right|=|\dot{\theta}(t)|<\left|u_{4}^{*}\right|=\max |\dot{\theta}(t)|<|\dot{\phi}(t)|$. Hence, $(\theta(t)-\phi(t))$ under $\left(u_{1}^{*}, u_{2}^{*}, u_{3}^{*}, u_{4}\right)$ is closer to $\pm \frac{\pi}{2}$ than $(\theta(t)-\phi(t))$ under $\left(u_{1}^{*}, u_{2}^{*}, u_{3}^{*}, u_{4}^{*}\right)$. Therefore, if $\max \left|\dot{\theta}\left(t_{0}\right)\right|<\left|\dot{\phi}\left(t_{0}\right)\right|$, the evader wins regardless the pursuer strategy.

Symmetrically, if $\left|\dot{\phi}\left(t_{0}\right)\right| \leq \max \left|\dot{\theta}\left(t_{0}\right)\right|$ then the pursuer wins regardless the evader strategy. By Lemma I, the condition $\left|\dot{\phi}\left(t_{0}\right)\right| \leq \max \left|\dot{\theta}\left(t_{0}\right)\right|$ is equivalent to

$$
\begin{aligned}
& \left.g\left(\phi\left(t_{0}\right), \theta\left(t_{0}\right), u_{2}\left(t_{0}\right)\right) \mid u_{1}\left(t_{0}\right)\right) \mid \leq \\
& V_{p}^{\max }\left|\cos \left(\theta\left(t_{0}\right)-\phi\left(t_{0}\right)\right)\right|
\end{aligned}
$$

Let us assume that the evader uses $\left(u_{1}^{*}, u_{2}^{*}\right)$. These evader controls maximize $g\left(\phi(t), \theta(t), u_{2}(t)\right)\left|u_{1}(t)\right|$. The inequality

$$
g\left(\phi(t), \theta(t), u_{2}(t)\right)\left|u_{1}(t)\right| \leq V_{p}^{\max }|\cos (\theta(t)-\phi(t))|
$$

is also equivalent to (again by Lemma I):

$$
\underbrace{\frac{\left|u_{1}^{*} \sin \left(\theta-u_{2}^{*}\right)\right|}{|L \cos (\theta-\phi)|}}_{|\dot{\phi}(t)|}-\underbrace{\frac{1}{b}(V_{p}^{\max }-\overbrace{\left|\frac{u_{1}^{*} \cos \left(u_{2}^{*}-\phi\right)}{\cos (\theta-\phi)}\right|}^{u_{3}^{* *}\left(u_{1}, u_{2}\right)})}_{\left|u_{4}^{* *}\right|=\max |\dot{\theta}(t)|} \leq 0
$$

Thus, the evader's controls $\left(u_{1}^{*}, u_{2}^{*}\right)$ maximize the difference $\left|\dot{\phi}\left(u_{1}(t), u_{2}(t)\right)\right|-\max \left|u_{4}\left(u_{1}(t), u_{2}(t)\right)\right|$.

If the evader uses $\left(u_{1}, u_{2}\right) \neq\left(u_{1}^{*}, u_{2}^{*}\right)$ then
$\forall t: g\left(\phi(t), \theta(t), u_{2}(t)\right)\left|u_{1}(t)\right|<g\left(\phi(t), \theta(t), u_{2}^{*}(t)\right)\left|u_{1}^{*}(t)\right|$
and

$$
\begin{aligned}
& \left|\dot{\phi}\left(u_{1}(t), u_{2}(t)\right)\right|-\max \left|u_{4}^{*}\left(u_{1}(t), u_{2}(t)\right)\right| \\
& \quad<\left|\dot{\phi}\left(u_{1}^{*}(t), u_{2}^{*}(t)\right)\right|-\max \left|u_{4}^{* *}\left(u_{1}^{*}(t), u_{2}^{*}(t)\right)\right| \leq 0
\end{aligned}
$$

If the evader uses at all times the controls that maximize the difference $|\dot{\phi}(t)|-\max |\dot{\theta}(t)|$, and this difference is still negative or equal to zero, then no evader control will make the difference greater than zero. Therefore
$\forall t: g\left(\phi(t), \theta(t), u_{2}(t)\right)\left|u_{1}(t)\right|<V_{p}^{\text {max }}|\cos (\theta(t)-\phi(t))|$
and

$$
\left|\dot{\phi}\left(u_{1}\left(t_{0}\right), u_{2}\left(t_{0}\right)\right)\right|<\left|u_{4}^{*}\left(u_{3}^{*}\left(t_{0}\right)\right)\right|=\max \left|\theta\left(t_{0}\right)\right|
$$

The result follows.

## Corollary of Theorem I:

For $\left|M\left(V_{e}^{\max }, V_{p}^{\max }, \theta, \phi\right)\right|<\epsilon$, i.e., in a neighborhood of the manifold described above, for $\epsilon \rightarrow 0$, the strategies: $\left(u_{3}, u_{4}\right)=\left(u_{3}^{*}, u_{4}^{*}\right)$ for the pursuer and $\left(u_{1}, u_{2}\right)=$ $\left(u_{1}^{*}, u_{2}^{*}\right)$ for the evader are the only equilibrium strategies for the game. The application of these strategies are necessary and sufficient conditions for guaranteeing that the corresponding player wins.
Note that when both players follow these strategies we have $\left(u_{3}^{*}, u_{4}^{*}\right)=\left(u_{3}^{* *}, u_{4}^{* *}\right)$.

## Proof:

If each of $V_{e}^{\text {max }}, V_{p}^{\text {max }}$, and $(\theta-\phi)$ are given, and $\max \left|\dot{\theta}\left(t_{0}\right)\right|=\left|\dot{\phi}\left(t_{0}\right)\right|$ then there is no valid control, other than $\left|u_{4}^{*}\right|=\max |\dot{\theta}|$, which guarantees that the pursuer will win. Any other value of $u_{4}$ makes $|\dot{\theta}|$ smaller, yielding $\left|\dot{\theta}\left(t_{0}\right)\right|<\left|\dot{\phi}\left(t_{0}\right)\right|$, which corresponds to the evader winning. Hence, that the pursuer use strategy $u_{4}^{*}=\max \left|\dot{\theta}\left(t_{0}\right)\right|$ is both a necessary and sufficient condition for the pursuer to win.

Suppose now that max $\left|\dot{\theta}\left(t_{0}\right)\right|<\left|\dot{\phi}\left(t_{0}\right)\right|$. By Lemma I, this is equivalent to:
$V_{p}^{\text {max }}\left|\cos \left(\theta\left(t_{0}\right)-\phi\left(t_{0}\right)\right)\right|<$
$\left|u_{1}\left(t_{0}\right)\right| \cdot g\left(\phi\left(t_{0}\right), \theta\left(t_{0}\right), u_{2}\left(t_{0}\right)\right)$
If $V_{p}^{\text {max }},(\theta-\phi)$ are given, and $u_{1}=u_{1}^{*}, u_{2}=u_{2}^{*}$ are such that $\left|u_{1}^{*}\right| \cdot g\left(\phi, \theta, u_{2}^{*}\right)$ has the minimum value for the inequality to hold, then there do not exist controls other than $\left(u_{1}^{*}, u_{2}^{*}\right)$ that maintain the condition. Any other controls make $\left|u_{1}\right| \cdot g\left(\phi, \theta, u_{2}\right)$ smaller, and consequently the inequality will change to:

$$
V_{p}^{\max }\left|\cos \left(\theta\left(t_{0}\right)-\phi\left(t_{0}\right)\right)\right| \geq\left|u_{1}\right| \cdot g\left(\phi, \theta, u_{2}\right)
$$

and the pursuer will win. Hence, that the evader apply the strategy $\left(u_{1}^{*}, u_{2}^{*}\right)$ that maximizes $\left|u_{1}\right| \cdot g\left(\phi, \theta, u_{2}\right)$ is both a necessary and sufficient condition for the evader to win.

Remark 4: By Corollary of Theorem I, the players' strategies may be considered Local Equilibrium Strategies (LES). As the system moves away from the manifold, the winning player's choice of controls is constrained (so that the system remains in the corresponding region), but is not unique. The constraints are: for the pursuer $u_{3}=u_{3}^{*}$ and $\left|u_{4}\right| \geq|\dot{\phi}|$, for the evader $\left|u_{1}\right| g\left(\phi, \theta, u_{2}\right)>V_{p}^{\max }|\cos (\theta-\phi)|$. If the LES are followed, however, there are some interesting properties that are obtained. If the pursuer wins, the LES eventually leads to an alignment of its wheels with the rod (i.e., $\theta=\phi$ or $\theta=\phi+\pi$ ), which allows it to maintain surveillance with the minimal effort (i.e., minimal $\left.\left|V_{p}\right|\right)$. Notice that at the moment that the pursuer heading reaches parallelism with the rod, it is possible for the pursuer to keep this parallelism by applying $u_{4}=\dot{\theta}=\dot{\phi}$, thus avoiding oscillations. If the evader wins, the LES progressively increases the required value of $u_{3}$ up to $\infty$, so that it allows it to escape from any pursuer with bounded speed.
Remark 5: If $V_{p}^{\max }$ and $V_{e}^{\max }$ are given as inputs to the problem, the LES create a partition over the value of $(\theta-\phi)$ into two sets which define the winning of the game. On the other hand, for a given initial $(\theta-\phi)$ and if either $V_{p}^{\max }$ or $V_{e}^{\max }$ is given, these motion strategies allow the calculation of the remaining minimum value of $V_{e}^{\max }$ or $V_{p}^{\max }$ respectively, which correspond to the minimal capabilities for the players to win.
Remark 6: It is interesting to note that, when the evader wins $g$ converges to 2 (for $\gamma=1$ ) and $|\cos (\theta-\phi)|$ converges to 0 , and when the pursuer wins $g$ converges to $\sqrt{2}$ (for $\gamma=1$ ) and $|\cos (\theta-\phi)|$ converges to 1 .

## 4 Simulations

In this section, we present numerical simulations to illustrate the pursuer's and the evader's motion strategies. Since the pursuer is a nonholonomic system, we use numerical integration to compute the approximate paths for the pursuer.


Fig. 4 Evader wins, pursuer follows a straight line trajectory $u_{4}=0$


Fig. 5 Pursuer wins by making $\theta=\phi$

In all figures the evader is shown with a (red) circle the pursuer with a (blue) square, the rod is represented with a dotted line segment. The (blue) arrows emerging from the pursuer show the heading of the pursuer (heading of the wheels of the differential drive robot pursuer), and the (red) arrows emerging from the evader show the direction of the evader velocity vector.

In Figure 4, the initial system configuration is $\theta=0$ and $\phi=\pi$. The evader chooses its velocity vector at


Fig. 6 Evader moves tracing a sinusoidal path, pursuer wins by pointing its heading parallel to the rod
a constant orientation $\left(u_{2}=\psi=\frac{\pi}{4}\right)$. The pursuer does not change its heading $\left(u_{4}=0\right)$, but it uses the required $u_{3}^{*}$ and $\dot{\phi}$ to follow the evader. The pursuer is able to follow the evader for a short period of time until the rod orientation gets close to being perpendicular to the pursuer heading.

In Figure 5, again the initial system configuration is $\theta=0$ and $\phi=\pi$ and the evader chooses at all time its velocity vector at a constant orientation $\left(u_{2}=\psi=\right.$ $\left.\frac{\pi}{4}\right)$. But this time the pursuer changes $u_{4}$ to point its heading to be parallel to the rod, yielding a pursuer win. Note that in these first two simulations the evader has followed a sub-optimal strategy.


Fig. 7 Pursuer wins by making $\theta=\phi+\pi$, evader uses optimal $u_{2}=\psi$ but is maximal velocity $V_{e}{ }^{\max }$ is insufficient for winning


Fig. 8 Evader wins using optimal $u_{2}=\phi$ yielding $(\theta-\phi)=\frac{\pi}{2}$

In Figure 6 the evader moves tracing a sinusoidal path, the pursuer wins by making $\theta=\phi$. Again the evader has followed a sub-optimal strategy.

Figures 7 and 8 show optimal pursuer and evader motion strategies. In the two simulations presented in these figures, at the beginning of the game $\gamma=1$, $\theta=40$ degrees and $\phi=180$ degrees. In both of these simulations, the evader uses the optimal $u_{2}^{*}=\psi_{i}$. The pursuer uses $u_{4}^{* *}=s(\theta, \phi) \max |\dot{\theta}|$ trying to make it parallel to the rod orientation.

In figure 7, the pursuer wins since $\max \left|\dot{\theta}\left(t_{0}\right)\right|>$ $\left|\dot{\phi}\left(t_{0}\right)\right|$, hence at the end the pursuer is able to point its heading parallel to the rod orientation $(\theta-\phi)=\pi$.

In figure 8 , the evader wins since $\left|\dot{\phi}\left(t_{0}\right)\right|>\max \left|\dot{\theta}\left(t_{0}\right)\right|$, hence at the end the evader is able to get the rod orientation perpendicular to the pursuer heading $(\theta-\phi)=$ $\frac{\pi}{2}$.

From inequality 27 , it is possible to compute a smallest critical value of the evader velocity $V_{e}^{\max }$ or even a ratio of the pursuer and evader velocities, which determines either the evader or pursuer winning, the critical ratio is defined by $\rho=\frac{V_{e}^{\text {max }}}{V_{p}^{\text {max }}}=\frac{|\cos (\theta-\phi)|}{g}$.

For the simulations shown in figures 7 and $8, V_{p}{ }^{\max }=$ 1. Then the critical evader velocity determining the winner of the game is $V_{e}^{\max }=0.4226$. When the evader wins $V_{e}^{\max }=0.43$, and when the evader loses $V_{e}^{\max }=$ 0.41 .

Figures 9 and 10 show additional two simulations in which both players use optimal motion strategies. In these simulations $b=0.25$ and $L=0.5$, thus $\gamma=0.5$. At the beginning of the game $\theta=80$ degrees, and $\phi=125$ degrees. In figure 9 the pursuer wins, in figure 10 the evader wins. For the initial system configuration corresponding to this simulations, the critical value for


Fig. 9 The initial conditions are identical to those for the example of figure 10. Here, the pursuer wins since $\rho \leq 0.5054$ (see text).


Fig. 10 The initial conditions are identical to those for the example of figure 9. Here, the evader wins since $\rho>0.5054$ (see text).
the ratio $\rho$ is given by $\rho=\frac{V_{e}{ }^{\text {max }}}{V_{p}{ }^{\text {max }}}=\frac{|\cos (\theta-\phi)|}{g}=0.5054$. If $\rho>0.5054$ then evader wins, else when $\rho \leq 0.5054$ the pursuer wins. Note that this ratio can be computed based only on $\theta, \phi$ and the optimal $u_{2}^{*}=\psi_{i}$.

Finally, figures 11 and 12 show a simulation in which the evader moves randomly, the pursuer wins aligning its wheels parallel to the $\operatorname{rod}\left(\overrightarrow{V_{P}} \| \vec{L}\right)$, figure 12 shows the initial and final orientations of the pursuer wheels w.r.t the rod. Figures 11 and 12 exemplify that whenever Theorem I is satisfied for the pursuer, the pursuer can track the evader even if the evader follows a random motion. If the pursuer is able to track an evader following the optimal policy, it shall be able to track an evader following any other policy. Hence, it
is not needed to know the policy chosen by the evader at every instant of time.


Fig. 11 Evader moves randomly, pursuer wins aligning its wheels parallel to the rod


Fig. 12 Initial and final pursuer heading, at the end the pursuer wheels are aligned with the rod

## 5 Conclusions and Future Work

In this paper we have considered the surveillance problem of tracking of a moving evader by a differential drive pursuer (nonholonomic robot).

We have analyzed the case in which the pursuer and the evader move in an environment without obstacles. We have shown that in order to maintain a constant distance to the evader, the linear speed of
the pursuer is totally determined for every configuration of the system, so that its only degree of freedom is its rotation angle. We have derived a lower bound for the pursuer speed to follow the evader. We have obtained optimal motion strategies for both players, in the sense that they require the minimal capabilities of the players for winning. We have also obtained the long term solution for the game, and we have presented simulation results of the game of pursuit. The methodology proposed in this paper basically has two main components: 1) Find the optimal policies for each player for a given criterion. 2) Show that these policies induce a monotonic evolution under the condition defining the winner. This methodology might be used to solve other related problems (e.g., tracking and omnidirectional evader with a car-like robot).

In our current research, we are using the results obtained in this paper as a base to solve the more general problem of tracking an evader to a variable but bounded distance. As future work, we want to consider acceleration bounds on the pursuer and the evader.
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## A Determination of $u_{3}$

From equation 10 we obtain the following two expressions for $\phi(t)$
$\dot{\phi}=\frac{\dot{x}_{e}-\dot{x}_{p}}{L \sin \phi}$
$\dot{\phi}=\frac{\dot{y}_{p}-\dot{y}_{e}}{L \cos \phi}$
Substituting equations 5 in 31 and 6 in 32 we obtain
$\dot{\phi}=\frac{\dot{x}_{e}-V_{p} \cos \theta}{L \sin \phi}$
$\dot{\phi}=\frac{V_{p} \sin \theta-\dot{y}_{e}}{L \cos \phi}$
Equating equations 33 and 34 and solving for $u_{3}=V_{p}$ we obtain:
$u_{3}=V_{p}=\frac{\dot{x}_{e} \cos \phi+\dot{y}_{e} \sin \phi}{\cos (\theta-\phi)}$
Finally, substituting equations 1,2 in 35 , we obtain
$u_{3}=\frac{V_{e} \cos (\psi-\phi)}{\cos (\theta-\phi)}$

## B Determination of $\dot{\phi}$

If the coordinates of the pursuer are $x_{p}, y_{p}$, the following coordinate transformations relate the pursuer's Cartesian coordinates to its polar coordinates relative to the evader:
$x_{p}-x_{e}=L \cos \phi$
$y_{p}-y_{e}=L \sin \phi$
Using equations 37 and 38 we obtain an expression for $\tan \phi$, and we differentiate this to obtain an expression for $\dot{\phi}$.
$\frac{d}{d t} \tan \phi=\frac{d}{d t} \frac{y_{p}-y_{e}}{x_{p}-x_{e}}$
$\dot{\phi} \sec ^{2} \phi=$
$\frac{1}{x_{p}-x_{e}} \dot{y}_{p}-\frac{1}{x_{p}-x_{e}} \dot{y}_{e}-\frac{\left(y_{p}-y_{e}\right)}{\left(x_{p}-x_{e}\right)^{2}} \dot{x}_{p}+\frac{\left(y_{p}-y_{e}\right)}{\left(x_{p}-x_{e}\right)^{2}} \dot{x}_{e}$
Making the substitution given by equation 37 we obtain
$\dot{\phi} \sec ^{2} \phi=$
$\frac{1}{L \cos \phi}\left(\dot{y}_{p}-\dot{y}_{e}-\frac{y_{p}-y_{e}}{x_{p}-x_{e}} \dot{x}_{p}+\frac{y_{p}-y_{e}}{x_{p}-x_{e}} \dot{x}_{e}\right)$
$\dot{\phi} \sec ^{2} \phi=\frac{1}{L \cos \phi}\left(\dot{y}_{p}-\dot{y}_{e}-\left(\dot{x}_{p}-\dot{x}_{e}\right) \tan \phi\right)$
$\dot{\phi}=\frac{1}{L}\left(\dot{y}_{p}-\dot{y}_{e}\right) \cos \phi-\frac{1}{L}\left(\dot{x}_{p}-\dot{x}_{e}\right) \sin \phi$
If we now define the pursuer velocity as $\dot{x}_{p}=V_{p} \cos \theta$ and $\dot{y}_{p}=V_{p} \sin \theta$ we obtain the first form for $\dot{\phi}$
$\dot{\phi}=\frac{1}{L} V_{p} \sin (\theta-\phi)-\frac{1}{L}\left(\dot{y}_{e} \cos \phi-\dot{x}_{e} \sin \phi\right)$
If we parametrize the evader velocity by magnitude and angle, $\dot{x}_{e}=V_{e} \cos \psi$ and $\dot{y}_{e}=V_{e} \sin \psi$, we obtain
$\dot{\phi}=\frac{1}{L} V_{p} \sin (\theta-\phi)-\frac{1}{L} V_{e} \sin (\psi-\phi)$
Since $u_{1}=V_{e}, u_{2}=\psi$ and $u_{3}=V_{p}$ equation 43 can also be expressed as follows:
$\dot{\phi}=\frac{1}{L}\left[u_{3} \sin (\theta-\phi)-u_{1} \sin \left(u_{2}-\phi\right)\right]$
Equation 44 indicates for every instant of time the rate of rotation of the rod to maintain a constant distance from the evader, and shows that the state variable $\dot{\phi}$ depends on both the evader and pursuer controls.

Now, we can express the state transition model of our system in its first form:
$\left(\begin{array}{c}\dot{x}_{e} \\ \dot{y}_{e} \\ \dot{\phi} \\ \dot{\theta}\end{array}\right)=\left(\begin{array}{c}u_{1} \cos u_{2} \\ u_{1} \sin u_{2} \\ \frac{1}{L}\left[u_{3} \sin (\theta-\phi)-u_{1} \sin \left(u_{2}-\phi\right)\right] \\ u_{4}\end{array}\right)$
Substituting equation 36 in equation 43 we can obtain a simplified form for $\phi$ :
$\dot{\phi}=\frac{V_{e} \cos (\psi-\phi)}{L \cos (\theta-\phi)} \sin (\theta-\phi)-\frac{1}{L} V_{e} \sin (\psi-\phi)$

Setting $v=\theta-\phi$ and $u=\psi-\phi$ we obtain
$\dot{\phi}=\frac{V_{e}}{L}\left[\frac{\sin (v) \cos (u)-\cos (v) \sin (u)}{\cos (\theta-\phi)}\right]$
and using the trigonometric identity: $\sin (u-v)=\sin (u) \cos (v)-$ $\cos (u) \sin (v)$ and replacing the values of $u$ and $v$, we obtain
$\dot{\phi}=\frac{V_{e} \sin (\theta-\psi)}{L \cos (\theta-\phi)}$

## C Proof of Lemma II

## Lemma II:

Consider the following functions:
$\psi_{1}=\arctan \left(\frac{\sin \phi-\gamma \cos \theta}{\cos \phi+\gamma \sin \theta}\right)$
$\psi_{2}=\arctan \left(\frac{\sin \phi+\gamma \cos \theta}{\cos \phi-\gamma \sin \theta}\right)$
$\psi_{3}=\arctan \left(\frac{-\sin \phi-\gamma \cos \theta}{-\cos \phi+\gamma \sin \theta}\right)$
$\psi_{4}=\arctan \left(\frac{-\sin \phi+\gamma \cos \theta}{-\cos \phi-\gamma \sin \theta}\right)$

The evader control $u_{2}$ that maximizes $g\left(\phi, \theta, u_{2}\right)$ for given values of $\phi$ and $\theta$ is given by
$u_{2}= \begin{cases}\psi_{1} \text { or } \psi_{4}=\psi_{1}+\pi: & (\theta-\phi) \in[0, \pi] \\ \psi_{2} \text { or } \psi_{3}=\psi_{2}+\pi: & (\theta-\phi) \in[\pi, 2 \pi]\end{cases}$

## Proof:

Recall that
$g(\phi, \theta, \psi)=|\cos (\phi-\psi)|+\gamma|\sin (\theta-\psi)|$
in which $0<\gamma \leq 1$. Since $\max \{|a|+|b|\}=\max \{a+b, a-b,-a+$ $b,-a-b\}$ we have

$$
\begin{aligned}
& \max _{\psi} g(\phi, \theta, \psi)= \\
& \max _{\psi}\left\{g_{1}(\phi, \theta, \psi), g_{2}(\phi, \theta, \psi), g_{3}(\phi, \theta, \psi), g_{4}(\phi, \theta, \psi)\right\}
\end{aligned}
$$

in which
$g_{1}(\phi, \theta, \psi)=\cos (\phi-\psi)+\gamma \sin (\theta-\psi)$
$g_{2}(\phi, \theta, \psi)=\cos (\phi-\psi)-\gamma \sin (\theta-\psi)$
$g_{3}(\phi, \theta, \psi)=-\cos (\phi-\psi)+\gamma \sin (\theta-\psi)$
$g_{4}(\phi, \theta, \psi)=-\cos (\phi-\psi)-\gamma \sin (\theta-\psi)$
Thus, we proceed by finding the maximizers for each of the $g_{i}$. For the case of $g_{1}$, using basic trigonometric identities we obtain the following

$$
\begin{aligned}
g_{1} & =\cos (\phi-\psi)+\gamma \sin (\theta-\psi) \\
& =\cos \phi \cos \psi+\sin \phi \sin \psi+\gamma(\sin \theta \cos \psi-\cos \theta \sin \psi) \\
& =\cos \psi(\cos \phi+\gamma \sin \theta)+\sin \psi(\sin \phi-\gamma \cos \theta) \\
& =A_{1} \sin \psi+B_{1} \cos \psi
\end{aligned}
$$

in which $A_{1}$ and $B_{1}$ do not depend on $\psi$ and are given by
$A_{1}=\sin \phi-\gamma \cos \theta, \quad B_{1}=\cos \phi+\gamma \sin \theta$

|  | $A_{i}$ | $B_{i}$ |
| :---: | :---: | :---: |
| $i=1$ | $\sin \phi-\gamma \cos \theta$ | $\cos \phi+\gamma \sin \theta$ |
| $i=2$ | $\sin \phi+\gamma \cos \theta$ | $\cos \phi-\gamma \sin \theta$ |
| $i=3$ | $-\sin \phi-\gamma \cos \theta$ | $-\cos \phi+\gamma \sin \theta$ |
| $i=4$ | $-\sin \phi+\gamma \cos \theta$ | $-\cos \phi-\gamma \sin \theta$ |

Table 2 Coefficients $A_{i}$ and $B_{i}$ for $g_{i}(\phi, \theta, \psi)$

Repeating this process for each of $g_{2}, g_{3}$ and $g_{4}$, we obtain the general form
$g_{i}=A_{i} \sin \psi+B_{i} \cos \psi$
with $A_{i}$ and $B_{i}$ given in Table 2.
This expression for $g_{i}$ can be rewritten as a sinusoid (see, e.g., [4])

$$
\begin{align*}
& g_{i}(\phi, \theta, \psi)=A_{i} \sin \psi+B_{i} \cos \psi= \\
& \sqrt{{A_{i}}^{2}+B_{i}^{2}} \sin \left(\psi+\tan ^{-1}\left(\frac{B_{i}}{A_{i}}\right)\right) \tag{49}
\end{align*}
$$

Since neither $A_{i}$ nor $B_{i}$ depend on $\psi$, the maximizer satisfies
$\psi+\tan ^{-1}\left(\frac{B_{i}}{A_{i}}\right)=\frac{\pi}{2}$
and using the identity $\tan ^{-1}\left(B_{i} / A_{i}\right)=\pi / 2-\tan ^{-1}\left(A_{i} / B_{i}\right)$ we obtain
$\psi=\tan ^{-1} \frac{A_{i}}{B_{i}}$
This immediately yields the four values of $\psi_{i}$ given in the Lemma. To ensure that these values yield a maximum, we examine the second partial derivative of $g_{i}$ with respect to $\psi$, which is given by
$\frac{\partial^{2} g_{i}}{\partial \psi_{i}{ }^{2}}=-A_{i} \sin \psi_{i} \dot{\psi}_{i}^{2}-B_{i} \cos \psi_{i} \dot{\psi}_{i}^{2}$
$\frac{\partial^{2} g_{i}}{\partial \psi_{i}{ }^{2}}=\left(-A_{i} \sin \psi_{i}-B_{i} \cos \psi_{i}\right) \dot{\psi}_{i}^{2}$
$\frac{\partial^{2} g_{i}}{\partial \psi_{i}{ }^{2}}=-\left(A_{i} \sin \psi_{i}+B_{i} \cos \psi_{i}\right) \dot{\psi}_{i}^{2}$
$\frac{\partial^{2} g_{i}}{\partial \psi_{i}{ }^{2}}=-g_{i} \dot{\psi}_{i}^{2}$
Since a maximum of $g_{i}$ satisfies $\frac{\partial^{2} g_{i}}{\partial \psi_{i}{ }^{2}}>0$, equation 52 implies that $g_{i}>0$ must hold. We will show this below.

We note here that a simple relationship holds between $\psi_{1}$ and $\psi_{4}$, and between $\psi_{2}$ and $\psi_{3}$. In particular, since
$\psi_{1}=\arctan \left(\frac{A_{1}}{B_{1}}\right)$
and
$\psi_{4}=\arctan \left(\frac{-A_{1}}{-B_{1}}\right)$
we have $\psi_{4}=\psi_{1}+\pi$. Likewise, $\psi_{3}=\psi_{2}+\pi$.
Now, we proceed to evaluate each $\psi_{i}$ in the corresponding $g_{i}$. We will show that if $(\theta-\phi) \in[0, \pi]$ then $g$ is maximized by $\psi_{1}$ and $\psi_{4}$, and if $(\theta-\phi) \in[\pi, 2 \pi]$ then $g$ is maximized by $\psi_{2}$ and $\psi_{3}$. We begin with the case of $g_{4}$.
$g_{4}=\sqrt{A_{4}^{2}+B_{4}^{2}} \sin \left(\psi+\arctan \left(\frac{B_{4}}{A_{4}}\right)\right)$
Plugging $\psi_{4}$ in $g_{4}$, that is $g_{4}\left(\psi_{4}\right)$, we obtain
$g_{4}\left(\psi_{4}\right)=\sqrt{A_{4}^{2}+B_{4}^{2}} \sin \left(\arctan \left(\frac{A_{4}}{B_{4}}\right)+\arctan \left(\frac{B_{4}}{A_{4}}\right)\right)$
Note that $\psi_{4}$ maximizes $g_{4}$ at all times, so that the argument of the sine
$\arctan \left(\frac{A_{4}}{B_{4}}\right)+\arctan \left(\frac{B_{4}}{A_{4}}\right)=\frac{\pi}{2}$.
since this maximizes the sine, that is:
$\sin \left(\arctan \left(\frac{A_{4}}{B_{4}}\right)+\arctan \left(\frac{B_{4}}{A_{4}}\right)\right)=1$
Thus
$g_{4}\left(\psi_{4}\right)=\sqrt{A_{4}{ }^{2}+B_{4}{ }^{2}}$
Evaluating $A_{4}$ and $B_{4}$ inside the square root:

$$
\begin{align*}
g_{4}\left(\psi_{4}\right) & =\sqrt{(-\sin \phi+\gamma \cos \theta)^{2}+(-\cos \phi-\gamma \sin \theta)^{2}} \\
& =\sqrt{1+\gamma^{2}+2 \gamma \sin (\theta-\phi)} \tag{53}
\end{align*}
$$

For $g_{3}$ starting from
$g_{3}=\sqrt{A_{3}^{2}+B_{3}^{2}} \sin \left(\psi+\arctan \left(\frac{B_{3}}{A_{3}}\right)\right)$
and following a similar procedure that with $g_{4}$, we get:
$g_{3}\left(\psi_{3}\right)=\sqrt{1+\gamma^{2}-2 \gamma \sin (\theta-\phi)}$
Likewise for $g_{2}$ and $g_{1}$
$g_{2}\left(\psi_{2}\right)=\sqrt{1+\gamma^{2}-2 \gamma \sin (\theta-\phi)}$
$g_{1}\left(\psi_{1}\right)=\sqrt{1+\gamma^{2}+2 \gamma \sin (\theta-\phi)}$
To summarizes the forms of $g_{i}$ evaluated over the respective $\psi_{i}$ are given by:

$$
\begin{aligned}
& g_{1}\left(\psi_{1}\right)=\sqrt{1+\gamma^{2}+2 \gamma \sin (\theta-\phi)} \\
& g_{2}\left(\psi_{2}\right)=\sqrt{1+\gamma^{2}-2 \gamma \sin (\theta-\phi)} \\
& g_{3}\left(\psi_{3}\right)=\sqrt{1+\gamma^{2}-2 \gamma \sin (\theta-\phi)} \\
& g_{4}\left(\psi_{4}\right)=\sqrt{1+\gamma^{2}+2 \gamma \sin (\theta-\phi)}
\end{aligned}
$$

If $(\theta-\phi) \in[0, \pi]$ then $\psi_{1}$ and $\psi_{4}$ maximize $g$ since the $\sin (\theta-\phi) \geq 0$. Likewise, if $(\theta-\phi) \in[\pi, 2 \pi]$ then $\psi_{2}$ and $\psi_{3}$ maximize $g$ since the $\sin (\theta-\phi) \leq 0$.

In the domain $(\theta-\phi) \in[0, \pi], g_{4}$ and $g_{1}$ are positive (different of zero), since the argument on the square root of equation 53 , that is $1+\gamma^{2}+2 \gamma \sin (\theta-\phi)>0$.

In the domain $(\theta-\phi) \in[\pi, 2 \pi], g_{3}$ and $g_{2}$ are positive (different of zero), since the argument on the square root of equation 54 , that is $1+\gamma^{2}-2 \gamma \sin (\theta-\phi)>0$.

## D Proof of Lemma III

## Lemma III:

Define the following functions:

$$
\begin{gathered}
K(\theta, \phi)=\left\{\begin{array}{l}
\psi_{4}(\theta, \phi), \text { If }(\theta-\phi) \in[0, \pi] \\
\psi_{3}(\theta, \phi), \text { If }(\theta-\phi) \in[\pi, 2 \pi]
\end{array}\right. \\
u_{3}^{* *}(\theta, \phi)=u_{3}^{*}\left(V_{p}^{\max }, K(\theta, \phi), \theta, \phi\right), \\
u_{4}^{* *}(\theta, \phi)=s(\theta, \phi) \max |\dot{\theta}|=s(\theta, \phi) \frac{1}{b}\left(V_{p}^{\text {max }}-\left|u_{3}^{* *}(\theta, \phi)\right|\right)
\end{gathered}
$$

with $s(\theta, \phi)$ given by equation 24 .
If $(\theta-\phi) \in\left(0, \frac{\pi}{2}\right) \bigcup\left(\pi, \frac{3 \pi}{2}\right)$ then $g(\phi, \theta, K)$ and $\left|\dot{\phi}\left(V_{p}^{\max }, K, \theta, \phi\right)\right|$ increase monotonically (w.r.t $(\theta-\phi)$ ), and $\left|u_{4}^{* *}(\theta, \phi)\right|=\max |\dot{\theta}|$ decreases monotonically (w.r.t $(\theta-\phi)$ ).

Symmetrically, if $(\theta-\phi) \in\left(\frac{\pi}{2}, \pi\right) \bigcup\left(\frac{3 \pi}{2}, 2 \pi\right)$ then $g(\phi, \theta, K)$ and $\left|\dot{\phi}\left(V_{p}^{\max }, K, \theta, \phi\right)\right|$ decrease monotonically (w.r.t $(\theta-\phi)$ ), and $\left|u_{4}^{* *}(\theta, \phi)\right|=\max |\dot{\theta}|$ increases monotonically $($ w.r.t $(\theta-\phi))$. Proof:
This lemma is proved by cases. Since the cases are analogous, we only present in detail the case of $\psi_{4}$, and we provide a sketch of the proofs for the other cases. Table 1 summarizes the sense of rotation (counterclockwise +1 or clockwise -1 ) for $\dot{\phi}\left(V_{p}^{\max }, K, \theta, \phi\right)$

In all cases, as a first step, we show that $\left|u_{4}^{* *}\left(u_{3}^{* *}\right)\right|$ monotonically increases and $\left|\dot{\phi}\left(V_{e}^{\max }, K, \theta, \phi\right)\right|$ monotonically decreases, if $(\theta-\phi) \in\left(\frac{\pi}{2}, \pi\right) \bigcup\left(\frac{3 \pi}{2}, 2 \pi\right)$. Symmetrically, $\left|u_{4}^{* *}\left(u_{3}^{* *}\right)\right|$ monotonically decreases and $\left|\dot{\phi}\left(V_{p}^{\max }, K, \theta, \phi\right)\right|$ monotonically increases, if $(\theta-\phi) \in\left(0, \frac{\pi}{2}\right) \bigcup\left(\pi, \frac{3 \pi}{2}\right)$. In a second step, we show that if $(\theta-\phi) \in\left(0, \frac{\pi}{2}\right) \bigcup\left(\pi, \frac{3 \pi}{2}\right)$ then $g(\phi, \theta, K)$ monotonically increases.

## Analysis for $\psi_{4}$ :

For $\psi_{4}$ there are two cases, which we refer to here as Case A and Case B for convenience. We now proceed individually with each of these.
Case A: $(\theta-\phi) \in I$ quadrant
Analyzing $\phi\left(V_{e}^{\text {max }}, \psi_{4}, \theta, \phi\right)$
First, we obtain the variations of $\left(\theta-\psi_{4}\right)$.
$\psi_{4}=\arctan \left(\frac{-\sin \phi+\gamma \cos \theta}{-\cos \phi-\gamma \sin \theta}\right)$
Subtracting $\psi_{4}$ from $\theta$ in both sides of the equation.
$\theta-\psi_{4}=\theta-\arctan \left(\frac{-\sin \phi+\gamma \cos \theta}{-\cos \phi-\gamma \sin \theta}\right)$
Expressing $\theta$ as $\arctan \left(\frac{\sin \theta}{\cos \theta}\right)$
$\theta-\psi_{4}=\arctan \left(\frac{\sin \theta}{\cos \theta}\right)-\arctan \left(\frac{-\sin \phi+\gamma \cos \theta}{-\cos \phi-\gamma \sin \theta}\right)$
Computing the tangent in both sides of the equation.

$$
\begin{aligned}
& \tan \left(\theta-\psi_{4}\right)= \\
& \tan \left(\arctan \left(\frac{\sin \theta}{\cos \theta}\right)-\arctan \left(\frac{-\sin \phi+\gamma \cos \theta}{-\cos \phi-\gamma \sin \theta}\right)\right)
\end{aligned}
$$

Using an equivalence of $\tan (u-v)$

$$
\begin{aligned}
& \tan \left(\theta-\psi_{4}\right)= \\
& \frac{\tan \left(\arctan \left(\frac{\sin \theta}{\cos \theta}\right)\right)-\tan \left(\arctan \left(\frac{-\sin \phi+\gamma \cos \theta}{-\cos \phi-\gamma \sin \theta}\right)\right)}{1+\tan \left(\arctan \left(\frac{\sin \theta}{\cos \theta}\right)\right) \tan \left(\arctan \left(\frac{-\sin \phi+\gamma \cos \theta}{-\cos \phi-\gamma \sin \theta}\right)\right)}
\end{aligned}
$$

This can be further simplified as

$$
\begin{aligned}
\tan \left(\theta-\psi_{4}\right) & =\frac{\left(\frac{\sin \theta}{\cos \theta}\right)-\left(\frac{-\sin \phi+\gamma \cos \theta}{-\cos \phi-\gamma \sin \theta}\right)}{1+\left(\frac{\sin \theta}{\cos \theta}\right)\left(\frac{-\sin \phi+\gamma \cos \theta}{-\cos \phi-\gamma \sin \theta}\right)} \\
& =\frac{-(\sin \theta \cos \phi-\cos \theta \sin \phi+\gamma)}{-(\sin \theta \sin \phi+\cos \theta \cos \phi)} \\
& =\frac{-\sin (\theta-\phi)-\gamma}{-\cos (\theta-\phi)}
\end{aligned}
$$

Now we obtain the extremal values of $\left(\theta-\psi_{4}\right)$ for $(\theta-\phi) \in I$ quadrant. If $(\theta-\phi) \in I$ quadrant then the extremal values of $\left(\theta-\psi_{4}\right)$ can be computed as follows:
$\left(\theta-\psi_{4}\right)=\arctan \left(\frac{-\sin (\theta-\phi)-\gamma}{-\cos (\theta-\phi)}\right)$
Note that the admissible values of the ratio $\gamma$ satisfy $\gamma \in(0,1]$. If $(\theta-\phi)=0$ then $-\sin (\theta-\phi)-\gamma \in[-1,0)$ and $-\cos (\theta-\phi)=-1$. If $(\theta-\phi)=\frac{\pi}{2}$ then $-\sin (\theta-\phi)-\gamma \in[-2,-1]$ and $-\cos (\theta-\phi)=$ 0 .

If $(\theta-\phi)=0$ then according to the value of the ratio $\gamma$, the possibles values of $\left(\theta-\psi_{4}\right)$ are within the extremal values:
$\left(\theta-\psi_{4}\right)=\arctan \left(\frac{0}{-1}\right) \rightarrow \pi$
$\left(\theta-\psi_{4}\right)=\arctan \left(\frac{-1}{-1}\right)=\frac{5 \pi}{4}$
If $(\theta-\phi)=\frac{\pi}{2}$ then regardless of the value of the ratio $\gamma$, the value of $\left(\theta-\psi_{4}\right)$ is:
$\left(\theta-\psi_{4}\right)=\arctan \left(\frac{-1}{0}\right)=\frac{3 \pi}{2}$
$\left(\theta-\psi_{4}\right)=\arctan \left(\frac{-2}{0}\right)=\frac{3 \pi}{2}$
Thus, if $(\theta-\phi) \in\left[0, \frac{\pi}{2}\right]$ then the extremal values of $\left(\theta-\psi_{4}\right) \in$ $\left(\pi, \frac{3 \pi}{2}\right]$. Note that the admissible values for the ratio $\gamma \in(0,1]$ can produce a bigger interval, but always within the interval ( $\pi, \frac{3 \pi}{2}$ ], as the ratio $\gamma$ becomes smaller, the lower limit of the interval approaches $\pi$.

It is important to stress that if $(\theta-\phi)$ increases $\left(\theta-\psi_{4}\right)$ also increases and vice-versa, they have the same sense of variation.

Now we show that $\left|\dot{\phi}\left(V_{e}^{\max }, \psi_{4}, \theta, \phi\right)\right|$ monotonically increases or decreases. Recall that
$\dot{\phi}\left(V_{e}^{\max }, \psi_{4}, \theta, \phi\right)=\frac{V_{e}^{\max } \sin \left(\theta-\psi_{4}\right)}{L \cos (\theta-\phi)}$
If $(\theta-\phi) \in I$ quadrant varying from 0 to $\frac{\pi}{2}$ then $\left(\theta-\psi_{4}\right)$ increases within the interval ( $\pi, \frac{3 \pi}{2}$ ], therefore
$-\cos (\theta-\phi) \geq 0$, and its value is decreasing monotonically
$-\sin \left(\theta-\psi_{4}\right)<0$, and its value is decreasing monotonically
$-\left|\sin \left(\theta-\psi_{4}\right)\right|>0$, and its value is increasing monotonically Hence, $\left|\dot{\phi}\left(V_{e}^{\max }, \psi_{4}, \theta, \phi\right)\right|$ monotonically increases. However, notice that $\dot{\phi}\left(V_{e}^{\max }, \psi_{4}, \theta, \phi\right)$ is negative, meaning that it produces a rod clockwise rotation. Symmetrically, if $(\theta-\phi) \in I$ quadrant varying from $\frac{\pi}{2}$ to 0 then $\left(\theta-\psi_{4}\right)$ decreases. Hence, $\left|\dot{\phi}\left(V_{e}^{\max }, \psi_{4}, \theta, \phi\right)\right|$ monotonically decreases.

Analyzing $u_{3}^{* *}\left(V_{e}^{\max }, \psi_{4}, \theta, \phi\right)$ and $\left|u_{4}^{* *}\left(\left|u_{3}^{* *}\right|\right)\right|$
Using a procedure similar to what has been performed above, we obtain
$\left(\psi_{4}-\phi\right)=\arctan \left(\frac{\gamma \cos (\theta-\phi)}{-1-\gamma \sin (\theta-\phi)}\right)$

Recalling again that $\gamma \in(0,1]$, if $(\theta-\phi)=0$ then $\gamma \cos (\theta-$ $\phi) \in(0,1]$ and $(-1-\gamma \sin (\theta-\phi))=-1$. If $(\theta-\phi)=\frac{\pi}{2}$ then $\gamma \cos (\theta-\phi)=0$ and $(-1-\gamma \sin (\theta-\phi)) \in[-2,-1)$.

If $(\theta-\phi)=0$ then according to the value of the ratio $\gamma$, the possibles values of $\left(\psi_{4}-\phi\right)$ are within the extremal values:
$\left(\psi_{4}-\phi\right)=\arctan \left(\frac{1}{-1}\right)=\frac{3 \pi}{4}$
$\left(\psi_{4}-\phi\right)=\arctan \left(\frac{0}{-1}\right) \rightarrow \pi$
If $(\theta-\phi)=\frac{\pi}{2}$ then regardless of the value of the ratio $\gamma$, the value of $\left(\psi_{4}-\phi\right)$ is:
$\left(\psi_{4}-\phi\right)=\arctan \left(\frac{0}{-2}\right)=\pi$
$\left(\psi_{4}-\phi\right)=\arctan \left(\frac{0}{-1}\right) \rightarrow \pi$
Thus, if $(\theta-\phi) \in\left[0, \frac{\pi}{2}\right]$ then the extremal values of $\left(\psi_{4}-\right.$ $\phi) \in\left[\frac{3 \pi}{4}, \pi\right]$. The admissible values for the ratio $\gamma \in(0,1]$ can produce a smaller interval, but always within the interval $\left[\frac{3 \pi}{4}, \pi\right]$, as the ratio $\gamma$ becomes smaller, the lower limit of the interval approaches $\pi$. If $(\theta-\phi)$ increases $\left(\psi_{4}-\phi\right)$ also increases and vice-versa, they have the same sense of variation.

Now we show that $\left|u_{4}^{* *}\left(\left|u_{3}^{* *}\left(V_{e}^{\max }, \psi_{4}, \theta, \phi\right)\right|\right)\right|$ monotonically increases or decreases. The term $\left|u_{4}^{* *}\left(\left|u_{3}^{* *}\right|\right)\right|$ can be expressed as follows:
$\left|u_{4}^{* *}\left(\left|u_{3}^{* *}\right|\right)\right|=\max |\dot{\theta}|=\frac{1}{b}\left(V_{p}^{\max }-\left|u_{3}^{* *}\left(V_{e}^{\max }, \psi_{4}, \theta, \phi\right)\right|\right)$
We will obtain the variation of $\left|u_{4}^{* *}\right|$ using $\left|u_{3}^{* *}\right|$. Recall that:
$u_{3}^{* *}\left(V_{e}^{\max }, \psi_{4}, \theta, \phi\right)=\frac{V_{e}^{\max } \cos \left(\psi_{4}-\phi\right)}{\cos (\theta-\phi)}$
If $(\theta-\phi) \in I$ quadrant varying from 0 to $\frac{\pi}{2}$ then $\left(\psi_{4}-\phi\right)$ increases within the interval $\left[\frac{3 \pi}{4}, \pi\right]$. Therefore
$-\cos (\theta-\phi) \geq 0$, and its value is decreasing monotonically
$-\cos \left(\psi_{4}-\phi\right)<0$, and its value is decreasing monotonically
$-\left|\cos \left(\psi_{4}-\phi\right)\right|>0$, and its value is increasing monotonically
Hence, $\left|u_{3}^{* *}\left(V_{e}^{\max }, \psi_{4}, \theta, \phi\right)\right|$ monotonically increases and consequentially $\left|u_{4}^{* *}\left(\left|u_{3}^{* *}\right|\right)\right|$ monotonically decreases. Notice that, $u_{3}^{* *}\left(V_{e}^{\max }, \psi_{4}, \theta, \phi\right)$ is negative, meaning that it produces a pursuer backwards motion.

Symmetrically, if $(\theta-\phi) \in I$ quadrant varying from $\frac{\pi}{2}$ to 0 then $\left(\psi_{4}-\phi\right)$ decreases. Hence, $\left|u_{3}^{* *}\left(V_{e}^{\max }, \psi_{4}, \theta, \phi\right)\right|$ monotonically decreases and $\left|u_{4}^{* *}\left(\left|u_{3}^{* *}\right|\right)\right|$ monotonically increases.

Finally, we show that, $g_{4}\left(\psi_{4}, \theta, \phi\right)$ monotonically increases or decreases. If $(\theta-\phi) \in I$ quadrant and $(\theta-\phi)$ varies from 0 to $\frac{\pi}{2}$ then $\sin (\theta-\phi) \geq 0$ in equation 53 (Lemma II), and its value is monotonically increasing. Hence, the value of $g_{4}\left(\phi, \theta, \psi_{4}\right)$ is monotonically increasing. Symmetrically, if $(\theta-\phi)$ varies from $\frac{\pi}{2}$ to 0 then $\sin (\theta-\phi) \geq 0$ in the equation 53 (Lemma II), and its value is monotonically decreasing. Therefore, the value of $g_{4}\left(\phi, \theta, \psi_{4}\right)$ is monotonically decreasing.

Case B: $(\theta-\phi) \in I I$
Analyzing $\dot{\phi}\left(V_{e}^{\max }, \psi_{4}, \theta, \phi\right)$
First, we obtain the extremal values of $\left(\theta-\psi_{4}\right)$ for $(\theta-\phi) \in$ $I I$ quadrant.
$\left(\theta-\psi_{4}\right)=\arctan \left(\frac{-\sin (\theta-\phi)-\gamma}{-\cos (\theta-\phi)}\right)$

If $(\theta-\phi)=\frac{\pi}{2}$ then $-\sin (\theta-\phi)-\gamma \in(-2,-1]$ and $-\cos (\theta-$ $\phi)=0$. If $(\theta-\phi)=\pi$ then $-\sin (\theta-\phi)-\gamma \in[-1,0)$ and $-\cos (\theta-\phi)=1$. If $(\theta-\phi)=\frac{\pi}{2}$ then regardless of the value of the ratio $\gamma$, the value of $\left(\theta-\psi_{4}\right)$ is:
$\left(\theta-\psi_{4}\right)=\arctan \left(\frac{-1}{0}\right)=\frac{3 \pi}{2}$
$\left(\theta-\psi_{4}\right)=\arctan \left(\frac{-2}{0}\right) \rightarrow \frac{3 \pi}{2}$
If $(\theta-\phi)=\pi$ then according to the value of the ratio $\gamma$, the possibles values of $\left(\theta-\psi_{4}\right)$ are within the extremal values:
$\left(\theta-\psi_{4}\right)=\arctan \left(\frac{-1}{1}\right)=\frac{7 \pi}{4}$
and
$\left(\theta-\psi_{4}\right)=\arctan \left(\frac{0}{1}\right) \rightarrow 2 \pi$
Thus, if $(\theta-\phi) \in\left[\frac{\pi}{2}, \pi\right]$ then the extremal values of $(\theta-$ $\left.\psi_{4}\right) \in\left[\frac{3 \pi}{2}, 2 \pi\right)$. The admissible values for the ratio $\gamma \in(0,1]$ can produce a bigger interval, but always within the interval $\left[\frac{3 \pi}{2}, 2 \pi\right)$, as the ratio $\gamma$ becomes smaller, the upper limit of the interval approaches $2 \pi$. If $(\theta-\phi)$ increases $\left(\theta-\psi_{4}\right)$ also increases and vice-versa, they have the same sense of variation.

Now we show that $\left|\dot{\phi}\left(V_{e}^{\max }, \psi_{4}, \theta, \phi\right)\right|$ monotonically increases or decreases. Recall that
$\dot{\phi}\left(V_{e}^{\max }, \psi_{4}, \theta, \phi\right)=\frac{V_{e}^{\max } \sin \left(\theta-\psi_{4}\right)}{L \cos (\theta-\phi)}$
If $(\theta-\phi) \in I I$ quadrant varying from $\frac{\pi}{2}$ to $\pi$ then $\left(\theta-\psi_{4}\right)$ increases within the interval $\left[\frac{3 \pi}{2}, 2 \pi\right)$. Therefore
$-\cos (\theta-\phi) \leq 0$, and its value is decreasing monotonically
$-|\cos (\theta-\phi)| \geq 0$, and its value is increasing monotonically
$-\sin \left(\theta-\psi_{4}\right)<0$, and its value is increasing monotonically
$-\left|\sin \left(\theta-\psi_{4}\right)\right|>0$, and its value is decreasing monotonically
Hence, $\left|\dot{\phi}\left(V_{e}^{\max }, \psi_{4}, \theta, \phi\right)\right|$ monotonically decreases, and the value of $\dot{\phi}\left(V_{e}^{\text {max }}, \psi_{4}, \theta, \phi\right)$ is positive, meaning that it produces a rod counterclockwise rotation.

Symmetrically, if $(\theta-\phi) \in I I$ quadrant varying from $\pi$ to $\frac{\pi}{2}$ then $\left(\theta-\psi_{4}\right)$ decreases. Hence, $\left|\dot{\phi}\left(V_{e}^{\max }, \psi_{4}, \theta, \phi\right)\right|$ monotonically increases.

Analyzing $u_{3}^{* *}\left(V_{e}^{\max }, \psi_{4}, \theta, \phi\right)$ and $\left|u_{4}^{* *}\left(\left|u_{3}^{* *}\right|\right)\right|$
If $(\theta-\phi) \in I I$ quadrant then the extremal values of $\left(\psi_{4}-\phi\right)$ can be computed as follows:
$\left(\psi_{4}-\phi\right)=\arctan \left(\frac{\gamma \cos (\theta-\phi)}{-1-\gamma \sin (\theta-\phi)}\right)$
Since the ratio $\gamma \in(0,1]$, if $(\theta-\phi)=\pi$ then $\gamma \cos (\theta-\phi) \in[-1,0)$ and $(-1-\gamma \sin (\theta-\phi))=-1$. If $(\theta-\phi)=\frac{\pi}{2}$ then $\gamma \cos (\theta-\phi)=$ 0 and $(-1-\gamma \sin (\theta-\phi)) \in[-2,-1)$.

If $(\theta-\phi)=\pi$ then according to the value of the ratio $\gamma$, the possibles values of $\left(\psi_{4}-\phi\right)$ are within the extremal values:
$\left(\psi_{4}-\phi\right)=\arctan \left(\frac{0}{-1}\right) \rightarrow \pi$
and
$\left(\psi_{4}-\phi\right)=\arctan \left(\frac{-1}{-1}\right)=\frac{5 \pi}{4}$

If $(\theta-\phi)=\frac{\pi}{2}$ then regardless of the value of the ratio $\gamma$, the value of $\left(\psi_{4}-\phi\right)$ is:
$\left(\psi_{4}-\phi\right)=\arctan \left(\frac{0}{-2}\right)=\pi$
$\left(\psi_{4}-\phi\right)=\arctan \left(\frac{0}{-1}\right)=\pi$
Thus, if $(\theta-\phi) \in\left[\frac{\pi}{2}, \pi\right]$ then the extremal values of $\left(\psi_{4}-\right.$ $\phi) \in\left[\pi, \frac{5 \pi}{4}\right]$. The admissible values of the ratio $\gamma \in(0,1]$ can produce a smaller interval but always within the interval $\left[\pi, \frac{5 \pi}{4}\right]$, as the ratio $\gamma$ becomes smaller, the upper limit of the interval approaches $\pi$.

If $(\theta-\phi)$ increases $\left(\psi_{4}-\phi\right)$ also increases and vice-versa, they have the same sense of variation.

Now we show that $\left|u_{4}^{* *}\left(\left|u_{3}^{* *}\right|\right)\right|$ monotonically increases or decreases by examining its variation in terms of the value of $\left|u_{3}^{* *}\left(V_{e}^{\max }, \psi_{4}, \theta, \phi\right)\right|$. The term $\left|u_{4}^{* *}\left(\left|u_{3}^{* *}\right|\right)\right|$ can be expressed as follows:
$\left|u_{4}^{* *}\left(u_{3}^{* *}\right)\right|=\max |\dot{\theta}|=\frac{1}{b}\left(V_{p}^{\max }-\left|u_{3}^{* *}\left(V_{e}^{\max }, \psi_{4}, \theta, \phi\right)\right|\right)$
Recall that:
$u_{3}^{* *}\left(V_{e}^{\max }, \psi_{4}, \theta, \phi\right)=\frac{V_{e}^{\max } \cos \left(\psi_{4}-\phi\right)}{\cos (\theta-\phi)}$
If $(\theta-\phi) \in I I$ quadrant varying from $\frac{\pi}{2}$ to $\pi$ then $\left(\psi_{4}-\phi\right)$ increases within the interval $\left(\pi, \frac{5 \pi}{4}\right]$. Therefore
$-\cos (\theta-\phi) \leq 0$, and its value is decreasing monotonically
$-|\cos (\theta-\phi)| \geq 0$, and its value is increasing monotonically
$-\cos \left(\psi_{4}-\phi\right)<0$, and its value is increasing monotonically

- $\left|\cos \left(\psi_{4}-\phi\right)\right|>0$, and its value is decreasing monotonically

Hence, $\left|u_{3}^{* *}\left(V_{e}^{\max }, \psi_{4}, \theta, \phi\right)\right|$ monotonically decreases and consequentially $\left|u_{4}^{* *}\left(\left|u_{3}^{* *}\right|\right)\right|$ monotonically increases, and we have $u_{3}^{* *}\left(V_{e}^{\max }, \psi_{4}, \theta, \phi\right)$ is positive, meaning that it produces a forward motion.

Symmetrically, if $(\theta-\phi) \in I I$ quadrant varying from $\pi$ to $\frac{\pi}{2}$ then $\left(\psi_{4}-\phi\right)$ decreases. Hence, $\left|u_{3}^{* *}\left(V_{e}^{\max }, \psi_{4}, \theta, \phi\right)\right|$ monotonically increases and $\left|u_{4}^{* *}\left(u_{3}^{* *}\right)\right|$ monotonically decreases.

Finally, we show that $g_{4}\left(\phi, \theta, \psi_{4}\right)$ monotonically increases or decreases. If $(\theta-\phi) \in I I$ quadrant and $(\theta-\phi)$ varies from $\frac{\pi}{2}$ to $\pi$ then $\sin (\theta-\phi) \geq 0$, and its value is monotonically decreasing. Therefore, the value of $g_{4}\left(\phi, \theta, \psi_{4}\right)$ is monotonically decreasing. Symmetrically, if $(\theta-\phi)$ varies from $\pi$ to $\frac{\pi}{2}$ then $\sin (\theta-\phi) \geq 0$ in the equation 53 , and its value is monotonically increasing. Therefore, the value of $g_{4}\left(\phi, \theta, \psi_{4}\right)$ is monotonically increasing.

## Analysis for $\psi_{3}$

$\left(\theta-\psi_{3}\right)=\arctan \left(\frac{-\sin (\theta-\phi)+\gamma}{-\cos (\theta-\phi)}\right)$
If $(\theta-\phi) \in\left[\pi, \frac{3 \pi}{2}\right]$ then $\left(\theta-\psi_{3}\right) \in\left(0, \frac{\pi}{2}\right]$ and $\dot{\phi}\left(V_{e}^{\max }, \psi_{3}, \theta, \phi\right)$ is negative, producing a rod clockwise rotation. If $(\theta-\phi) \in\left[\frac{3 \pi}{2}, 2 \pi\right]$ then $\left(\theta-\psi_{3}\right) \in\left[\frac{\pi}{2}, \pi\right)$ and $\dot{\phi}\left(V_{e}^{\max }, \psi_{3}, \theta, \phi\right)$ is positive, meaning that it produces a rod counterclockwise rotation.
$\left(\psi_{3}-\phi\right)=\arctan \left(\frac{-\gamma \cos (\theta-\phi)}{-1+\gamma \sin (\theta-\phi)}\right)$

If $(\theta-\phi) \in\left[\pi, \frac{3 \pi}{2}\right]$ then $\left(\psi_{3}-\phi\right) \in\left[\frac{3 \pi}{4}, \pi\right]$ and $u_{3}^{* *}\left(V_{e}^{\max }, \psi_{3}, \theta, \phi\right)$ is positive, meaning that it produces a pursuer forward motion. If $(\theta-\phi) \in\left[\frac{3 \pi}{2}, 2 \pi\right]$ then $\left(\psi_{3}-\phi\right) \in\left[\pi, \frac{5 \pi}{4}\right]$ and $u_{3}^{* *}\left(V_{e}^{\max }, \psi_{3}, \theta, \phi\right)$ is negative, causing the pursuer to move backward.

We show now that $g_{3}\left(\psi_{3}, \theta, \phi\right)$ monotonically increases or decreases. If $(\theta-\phi) \in I I I$ quadrant, and $(\theta-\phi)$ varies from $\pi$ to $\frac{3 \pi}{2}$ then $\sin (\theta-\phi) \leq 0$ in equation 54 (Lemma II), and its value is monotonically decreasing. Consequently, $-\sin (\theta-\phi) \geq 0$ in equation 54 (Lemma II), and its value is monotonically increasing. Hence, the value of $g_{3}\left(\psi_{3}, \theta, \phi\right)$ is monotonically increasing. Symmetrically, if $(\theta-\phi)$ varies from $\frac{3 \pi}{2}$ to $\pi$ then the value of $g_{3}\left(\psi_{3}, \theta, \phi\right)$ is monotonically decreasing. If $(\theta-\phi) \in I V$ quadrant, and $(\theta-\phi)$ varies from $\frac{3 \pi}{2}$ to $2 \pi$ then $\sin (\theta-\phi) \leq 0$ (in equation 54 , Lemma II), and its value is monotonically increasing. Consequently, $-\sin (\theta-\phi) \geq 0$ (in equation 54, Lemma II), and its value is monotonically decreasing. Therefore, the value of $g_{3}\left(\psi_{3}, \theta, \phi\right)$ is monotonically decreasing. Symmetrically, if $(\theta-\phi)$ varies from $2 \pi$ to $\frac{3 \pi}{2}$ then the value of $g_{3}\left(\psi_{3}, \theta, \phi\right)$ is monotonically increasing.

## Analysis of $\psi_{2}$

$\left(\theta-\psi_{2}\right)=\arctan \left(\frac{\sin (\theta-\phi)-\gamma}{\cos (\theta-\phi)}\right)$
If $(\theta-\phi) \in\left[\pi, \frac{3 \pi}{2}\right]$ then $\left(\theta-\psi_{2}\right) \in\left(\pi, \frac{3 \pi}{2}\right]$, and $\dot{\phi}$ is positive, which generates a counterclockwise rotation. If $(\theta-\phi) \in\left[\frac{3 \pi}{2}, 2 \pi\right]$ then $\left(\theta-\psi_{2}\right) \in\left[\frac{3 \pi}{2}, 2 \pi\right)$, and $\dot{\phi}\left(V_{e}^{\max }, \psi_{2}, \theta, \phi\right)$ is negative, which generates a clockwise rotation.
$\left(\psi_{2}-\phi\right)=\arctan \left(\frac{\gamma \cos (\theta-\phi)}{1-\gamma \sin (\theta-\phi)}\right)$
If $(\theta-\phi) \in\left[\pi, \frac{3 \pi}{2}\right]$ then $\left(\psi_{2}-\phi\right) \in\left[\frac{7 \pi}{4}, 2 \pi\right]$, then $u_{3}^{* *}\left(V_{e}^{\max }, \psi_{2}, \theta, \phi\right)$ is negative, which generates a backward pursuer motion. If $(\theta-$ $\phi) \in\left[\frac{3 \pi}{2}, 2 \pi\right]$ then $\left(\psi_{2}-\phi\right) \in\left[0, \frac{\pi}{4}\right]$, and $u_{3}^{* *}\left(V_{e} \max , \psi_{2}, \theta, \phi\right)$ is positive, which generates a forward pursuer motion.

## Analysis of $\psi_{1}$

$\left(\theta-\psi_{1}\right)=\arctan \left(\frac{\sin (\theta-\phi)+\gamma}{\cos (\theta-\phi)}\right)$
If $(\theta-\phi) \in\left[0, \frac{\pi}{2}\right]$ then $\left(\theta-\psi_{1}\right) \in\left(0, \frac{\pi}{2}\right]$ and $\dot{\phi}\left(V_{e}^{\max }, \psi_{1}, \theta, \phi\right)$ is positive, which generates a counterclockwise rotation. If $(\theta-$ $\phi) \in\left[\frac{\pi}{2}, \pi\right]$ then $\left(\theta-\psi_{1}\right) \in\left[\frac{\pi}{2}, \pi\right)$ and $\dot{\phi}\left(V_{e}^{\max }, \psi_{1}, \theta, \phi\right)$ is negative, which generates a clockwise rotation.
$\left(\psi_{1}-\phi\right)=\arctan \left(\frac{-\gamma \cos (\theta-\phi)}{1+\gamma \sin (\theta-\phi)}\right)$
If $(\theta-\phi) \in\left[0, \frac{\pi}{2}\right]$ then $\left(\psi_{1}-\phi\right) \in\left[\frac{7 \pi}{4}, 2 \pi\right]$ and $u_{3}^{* *}\left(V_{e}^{\max }, \psi_{1}, \theta, \phi\right)$ is positive, which generates a forward pursuer motion. If $(\theta-\phi) \in$ $\left[\frac{\pi}{2}, \pi\right]$ then $\left(\psi_{1}-\phi\right) \in\left[0, \frac{\pi}{4}\right]$ and $u_{3}^{* *}\left(V_{e}^{\max }, \psi_{1}, \theta, \phi\right)$ is negative, which generates backward pursuer motion.

## E Proof of Corollary of Lemma III

## Corollary of Lemma III:

If $(\theta-\phi) \in\left(0, \frac{\pi}{2}\right) \cup\left(\pi, \frac{3 \pi}{2}\right)$ then the DPSR is clockwise (cw), i.e. $\operatorname{sgn}\left(u_{4}^{* *}\right)=s(\theta, \phi)=-1$ (as given by Eq. 24), and the DESR is also clockwise (cw), i.e. $\operatorname{sgn}\left(\dot{\phi}\left(\psi_{i}\right)\right)=-1$. Conversely,
if $(\theta-\phi) \in\left(\frac{\pi}{2}, \pi\right) \cup\left(\frac{3 \pi}{2}, 2 \pi\right)$ then the DPSR is counterclockwise $(\mathrm{ccw}) \operatorname{sgn}\left(u_{4}^{* *}\right)=s(\theta, \phi)=+1$ (as given by Eq. 24), and the DESR is also counterclockwise $(\mathrm{ccw}) \operatorname{sgn}\left(\dot{\phi}\left(\psi_{i}\right)\right)=+1$. Thus, the following controls must be applied by the players according to the value of $(\theta-\phi)$, to obtain the required sense of rotation of both $u_{4}^{* *}$ and $\dot{\phi}\left(V_{p}^{\max }, K, \theta, \phi\right)$.

The evader control $u_{2}^{*}$, is given in table 1.
The sign (sense of rotation) of $u_{4}^{* *}=\max |\dot{\theta}|=\frac{1}{b}\left(V_{p}^{\max }-\right.$ $\left.\left|u_{3}^{* *}\right|\right)$ is defined by equation 24 .

## Proof:

Figure 13 illustrates the sense of rotation for the pursuer strategy. In that figure the orientation of the pursuer heading $\theta$ is measured with respect to the value of $\phi$, the rod's orientation. The pursuer rotates its heading either clockwise $\theta^{-}$or counterclockwise $\theta^{+}$based on the direction that requires a smaller rotation to reach a parallel alignment of the robot heading with respect to the rod orientation, that is $(\theta-\phi)=\{0, \pi, 2 \pi\}$, without bringing the pursuer heading (pursuer wheels) and the rod closer to perpendicularity (i.e. $(\theta-\phi)=\left\{\frac{\pi}{2}, \frac{3 \pi}{2}\right\}$.

If $(\theta-\phi)$ is within the first or third quadrant then the pursuer rotates clockwise $\theta^{-}$, and if $(\theta-\phi)$ is within the second or fourth quadrant then the pursuer rotates counterclockwise $\theta^{+}$.


Fig. 13 Sense of rotation

Symmetrically, the evader must select a rod's counterclockwise or a clockwise rotation, based on the current state of rod and pursuer wheels orientation. The evader control $\psi_{i}$ must produce a rod rotation that brings the rod perpendicular to the pursuer wheels (pursuer heading) without bringing the rod and the pursuer heading (pursuer wheels) closer to parallelism (i.e. $(\theta-\phi)=\{0, \pi, 2 \pi\})$. Therefore, if $(\theta-\phi)$ is in the first or third quadrant the evader should rotate the rod clockwise ( $\phi^{-}$), and if $(\theta-\phi)$ is in the second or fourth quadrant the evader should rotate the rod counterclockwise $\left(\phi^{+}\right)$. Furthermore, the evader control must maximize $g$.

By Lemma II, if $(\theta-\phi) \in[0, \pi]$ then $g$ is maximized by $\psi_{1}$ and $\psi_{4}$, and if $(\theta-\phi) \in[\pi, 2 \pi]$ then $g$ is maximized by $\psi_{2}$ and $\psi_{3}$. Hence, If $(\theta-\phi) \in[0, \pi]$ then the evader must select either $\psi_{1}$ or $\psi_{4}$, and if $(\theta-\phi) \in[\pi, 2 \pi]$ then the evader must select either $\psi_{2}$ or $\psi_{3}$

Refer to table 1. If $(\theta-\phi) \in\left[0, \frac{\pi}{2}\right]$ the evader must select $\psi_{4}$, since it produces a rod's clockwise rotation, if $(\theta-\phi) \in\left[\frac{\pi}{2}, \pi\right]$, the evader must also select $\psi_{4}$, since it produces a counterclockwise rotation. Similarly, if $(\theta-\phi) \in\left[\pi, \frac{3 \pi}{2}\right]$ the evader must select $\psi_{3}$, since it produces a rod's clockwise rotation, and if $(\theta-\phi) \in$ $\left[\frac{3 \pi}{2}, 2 \pi\right]$ the evader must also select $\psi_{3}$. Hence, $\psi_{1}$ and $\psi_{2}$ are not used.

## F Proof of remaining cases of Theorem I

## Case II $(\theta-\phi) \in\left[\frac{\pi}{2}, \pi\right]$

First, assume that $M\left(V_{e}^{\max }, V_{p}^{\max }, \theta, \phi\right)<0$ at the beginning of the game. This implies that $\max \left|\dot{\theta}\left(t_{0}\right)\right|>\left|\dot{\phi}\left(t_{0}\right)\right|$ and $V_{p}^{\max }|\cos (\theta-\phi)|>\left|u_{1}^{*}\right| \cdot g\left(\phi, \theta, u_{2}^{*}\right)$. By Lemmas II and III $g\left(\phi, \theta, u_{2}^{*}\right)$ is maximal and varies monotonically by applying the optimal $u_{2}^{*}=\psi_{4}$. By Lemma III $g\left(\phi, \theta, u_{2}^{*}\right)$ monotonically decreases and $|\cos (\theta-\phi)|$ monotonically increases as $(\theta-\phi)$ varies from $\frac{\pi}{2}$ to $\pi$.

If max $\left|\dot{\theta}\left(t_{0}\right)\right|>\left|\dot{\phi}\left(t_{0}\right)\right|$ then $\left(\theta\left(t_{0}\right)-\phi\left(t_{0}\right)\right)<\left(\theta\left(t_{0}+\epsilon\right)-\right.$ $\left.\phi\left(t_{0}+\epsilon\right)\right)$ for $\epsilon \rightarrow 0$. By Lemma III max $|\dot{\theta}|$ monotonically increases and $|\dot{\phi}|$ monotonically decreases as $(\theta-\phi)$ varies from $\frac{\pi}{2}$ to $\pi$. Hence $\forall t>t_{0}, \max |\dot{\theta}(t)|>|\dot{\phi}(t)|$. Therefore $\forall t>$ $t_{0},\left(\theta\left(t_{0}\right)-\phi\left(t_{0}\right)\right)<(\theta(t)-\phi(t))$, and $(\theta(t)-\phi(t))$ increases monotonically until it reaches $\pi$ yielding a pursuer winning.

Now assume that $M\left(V_{e}^{\max }, V_{p}^{\max }, \theta, \phi\right)>0$ at the beginning of the game. This implies that $\max \left|\dot{\theta}\left(t_{0}\right)\right|<\left|\dot{\phi}\left(t_{0}\right)\right|$ and $V_{p}^{\max }|\cos (\theta-\phi)|<\left|u_{1}^{*}\right| \cdot g\left(\phi, \theta, u_{2}^{*}\right)$. Then by Lemma III $g\left(\phi, \theta, u_{2}^{*}\right)$ monotonically increases by applying the optimal $u_{2}^{*}=\psi_{4}$, and $|\cos (\theta-\phi)|$ monotonically decreases as $(\theta-\phi)$ varies from $\pi$ to $\frac{\pi}{2}$.

If max $\left|\dot{\theta}\left(t_{0}\right)\right|<\left|\dot{\phi}\left(t_{0}\right)\right|$ then $\left(\theta\left(t_{0}\right)-\phi\left(t_{0}\right)\right)>\left(\theta\left(t_{0}+\epsilon\right)-\right.$ $\phi\left(t_{0}+\epsilon\right)$ ) for $\epsilon \rightarrow 0$. By Lemma III max $|\dot{\theta}|$ monotonically decreases and $|\dot{\phi}|$ monotonically increases as $(\theta-\phi)$ varies from $\pi$ to $\frac{\pi}{2}$. Hence $\forall t>t_{0}, \max |\dot{\theta}(t)|<|\dot{\phi}(t)|$. Therefore $\left(\theta\left(t_{0}\right)-\right.$ $\left.\phi\left(t_{0}\right)\right)>(\theta(t)-\phi(t))$ and $(\theta(t)-\phi(t))$ decreases monotonically until it reaches $\frac{\pi}{2}$ yielding an evader winning.

## Case III $(\theta-\phi) \in\left[\pi, \frac{3 \pi}{2}\right]$

First, assume that $M\left(V_{e}^{\max }, V_{p}^{\max }, \theta, \phi\right)<0$ at the beginning of the game. This implies that $\max \left|\dot{\theta}\left(t_{0}\right)\right|>\left|\dot{\phi}\left(t_{0}\right)\right|$ and $V_{p}^{\text {max }}|\cos (\theta-\phi)|>\left|u_{1}^{*}\right| \cdot g\left(\phi, \theta, u_{2}^{*}\right)$. By Lemmas II and III $g\left(\phi, \theta, u_{2}^{*}\right)$ is maximal and varies monotonically by applying the optimal $u_{2}^{*}=\psi_{3}$. By Lemma III $g\left(\phi, \theta, u_{2}^{*}\right)$ monotonically decreases and $|\cos (\theta-\phi)|$ monotonically increases as $(\theta-\phi)$ varies from $\frac{3 \pi}{2}$ to $\pi$.

If max $\left|\dot{\theta}\left(t_{0}\right)\right|>\left|\dot{\phi}\left(t_{0}\right)\right|$ then $\left(\theta\left(t_{0}\right)-\phi\left(t_{0}\right)\right)>\left(\theta\left(t_{0}+\epsilon\right)-\right.$ $\phi\left(t_{0}+\epsilon\right)$ ) for $\epsilon \rightarrow 0$. By Lemma III max $|\dot{\theta}|$ monotonically increases and $|\dot{\phi}|$ monotonically decreases as $(\theta-\phi)$ varies from $\frac{3 \pi}{2}$ to $\pi$. Hence $\forall t>t_{0}, \max |\dot{\theta}(t)|>|\dot{\phi}(t)|$. Therefore $\forall t>$ $t_{0},\left(\theta\left(t_{0}\right)-\phi\left(t_{0}\right)\right)>(\theta(t)-\phi(t))$, and $(\theta(t)-\phi(t))$ decreases monotonically until it reaches $\pi$ yielding a pursuer winning.

Now assume that $M\left(V_{e}^{\max }, V_{p}^{\max }, \theta, \phi\right)>0$ at the beginning of the game. This implies that $\max \left|\dot{\theta}\left(t_{0}\right)\right|<\left|\dot{\phi}\left(t_{0}\right)\right|$ and $V_{p}^{\max }|\cos (\theta-\phi)|<\left|u_{1}^{*}\right| \cdot g\left(\phi, \theta, u_{2}^{*}\right)$. Then by Lemma III $g\left(\phi, \theta, u_{2}^{*}\right)$ monotonically increases by applying the optimal $u_{2}^{*}=\psi_{3}$, and $|\cos (\theta-\phi)|$ monotonically decreases as $(\theta-\phi)$ varies from $\pi$ to $\frac{3 \pi}{2}$.

If max $\left|\dot{\theta}\left(t_{0}\right)\right|<\left|\dot{\phi}\left(t_{0}\right)\right|$ then $\left(\theta\left(t_{0}\right)-\phi\left(t_{0}\right)\right)<\left(\theta\left(t_{0}+\epsilon\right)-\right.$ $\left.\phi\left(t_{0}+\epsilon\right)\right)$ for $\epsilon \rightarrow 0$. By Lemma III max $|\dot{\theta}|$ monotonically decreases and $|\dot{\phi}|$ monotonically increases as $(\theta-\phi)$ varies from $\pi$ to $\frac{3 \pi}{2}$. Hence $\forall t>t_{0}, \max |\dot{\theta}(t)|<|\dot{\phi}(t)|$. Therefore $\left(\theta\left(t_{0}\right)-\right.$ $\left.\phi\left(t_{0}\right)\right)<(\theta(t)-\phi(t))$ and $(\theta(t)-\phi(t))$ increases monotonically until it reaches $\frac{3 \pi}{2}$ yielding an evader winning.

## Case IV $(\theta-\phi) \in\left[\frac{3 \pi}{2}, 2 \pi\right]$

First, assume that $M\left(V_{e}^{\max }, V_{p}^{\max }, \theta, \phi\right)<0$ at the beginning of the game. This implies that $\max \left|\dot{\theta}\left(t_{0}\right)\right|>\left|\dot{\phi}\left(t_{0}\right)\right|$ and $V_{p}^{\max }|\cos (\theta-\phi)|>\left|u_{1}^{*}\right| \cdot g\left(\phi, \theta, u_{2}^{*}\right)$. By Lemmas II and III $g\left(\phi, \theta, u_{2}^{*}\right)$ is maximal and varies monotonically by applying the optimal $u_{2}^{*}=\psi_{3}$. By Lemma III $g\left(\phi, \theta, u_{2}^{*}\right)$ monotonically de-
creases and $|\cos (\theta-\phi)|$ monotonically increases as $(\theta-\phi)$ varies from $\frac{3 \pi}{2}$ to $2 \pi$.

If max $\left|\dot{\theta}\left(t_{0}\right)\right|>\left|\dot{\phi}\left(t_{0}\right)\right|$ then $\left(\theta\left(t_{0}\right)-\phi\left(t_{0}\right)\right)<\left(\theta\left(t_{0}+\epsilon\right)-\right.$ $\left.\phi\left(t_{0}+\epsilon\right)\right)$ for $\epsilon \rightarrow 0$. By Lemma III max $|\dot{\theta}|$ monotonically increases and $|\dot{\phi}|$ monotonically decreases as $(\theta-\phi)$ varies from $\frac{3 \pi}{2}$ to $2 \pi$. Hence $\forall t>t_{0}, \max |\dot{\theta}(t)|>|\dot{\phi}(t)|$. Therefore $\forall t>$ $t_{0},\left(\theta\left(t_{0}\right)-\phi\left(t_{0}\right)\right)<(\theta(t)-\phi(t))$, and $(\theta(t)-\phi(t))$ increases monotonically until it reaches $2 \pi$ yielding a pursuer winning.

Now assume that $M\left(V_{e}^{\max }, V_{p}^{\max }, \theta, \phi\right)>0$ at the beginning of the game. This implies that $\max \left|\dot{\theta}\left(t_{0}\right)\right|<\left|\dot{\phi}\left(t_{0}\right)\right|$ and $V_{p}^{\max }|\cos (\theta-\phi)|<\left|u_{1}^{*}\right| \cdot g\left(\phi, \theta, u_{2}^{*}\right)$. Then by Lemma III $g\left(\phi, \theta, u_{2}^{*}\right)$ monotonically increases by applying the optimal $u_{2}^{*}=\psi_{3}$, and $|\cos (\theta-\phi)|$ monotonically decreases as $(\theta-\phi)$ varies from $2 \pi$ to $\frac{3 \pi}{2}$.

If max $\left|\dot{\theta}\left(t_{0}\right)\right|<\left|\dot{\phi}\left(t_{0}\right)\right|$ then $\left(\theta\left(t_{0}\right)-\phi\left(t_{0}\right)\right)>\left(\theta\left(t_{0}+\epsilon\right)-\right.$ $\phi\left(t_{0}+\epsilon\right)$ ) for $\epsilon \rightarrow 0$. By Lemma III max $|\dot{\theta}|$ monotonically decreases and $|\dot{\phi}|$ monotonically increases as $(\theta-\phi)$ varies from $2 \pi$ to $\frac{3 \pi}{2}$. Hence $\forall t>t_{0}, \max |\dot{\theta}(t)|<|\dot{\phi}(t)|$. Therefore $\left(\theta\left(t_{0}\right)-\right.$ $\left.\phi\left(t_{0}\right)\right)>(\theta(t)-\phi(t))$ and $(\theta(t)-\phi(t))$ decreases monotonically until it reaches $\frac{3 \pi}{2}$ yielding an evader winning.

## References

1. T. Başar and G. Olsder, Dynamic Noncooperative Game Theory. Academic Press. 1982.
2. D.J. Balkcom and M.T. Mason, Time Optimal Trajectories for Bounded Velocity Differential Drive Vehicles, International Journal of Robotics Research Vol 21, No 3, pp 219-232, 2002.
3. S. Bhattacharya and S. Hutchinson, On the existence of nash equilibrium for a two player pursuit-evasion game with visibility constraints. International Journal on Robotics Research, Dec. 2009.
4. I. Bronshtein and K. Semendiaev, Manual de Matemáticas para ingenieros y estudiantes, Editorial Mir Moscu.
5. C. Becker, H. González-Baños, J.-C. Latombe and C. Tomasi, An intelligent observer. In Int. Symposium on Experimental Robotics, 1995.
6. T. H. Chung, On Probabilistic Search Decisions under Searcher Motion Constraints. WAFR 2008 pp. 501-516
7. P. Fabiani and J.-C. Latombe, Tracking a partially predictable object with uncertainty and visibility constraints: a game-theoretic approach, IJCAI, 1999.
8. L. Guibas, J.-C. Latombe,S.M. LaValle, D. Lin, R. Motwani, Visibility-based pursuit-evasion in a polygonal environment, In Proc 5th Workshop on Algorithms and Data Structures, 1997.
9. O. Hájek. Pursuit Games. Academic Press, New York, 1965.
10. J. Hespanha, M. Prandini, and S. Sastry, Probabilistic Pursuit-Evasion Games: A one-step Nash approach, in proc Conference on Decision and Control, 2000.
11. H.H. González, C.-Y. Lee and J.-C. Latombe, Real-Time Combinatorial Tracking of a Target Moving Unpredictably Among Obstacles, In Proc IEEE Int. Conf. on Robotics and Automation, 2002.
12. G. Hollinger, S. Singh, J. Djugash and A. Kehagias: Efficient Multi-robot Search for a Moving Target. I. J. Robotic Res. 28(2): 201-219, 2009.
13. T. Bandyopadhyay, Y. Li, M.H. Ang and D. Hsu, A Greedy Strategy for Tracking a Locally Predictable Target among Obstacles, In Proc IEEE Int. Conf. on Robotics and Automation, 2006.
14. R. Isaacs. Differential Games. Wiley, New York,NY, 1965.
15. V. Isler, S. Kannan, and S. Khanna. Randomized pursuitevasion in a polygonal environment. IEEE Transactions on Robotics, 5(21):864-875, 2005.
16. O. Tekdas and V. Isler, Robotic Routers. In Proc IEEE Int. Conf. on Robotics and Automation, 2008.
17. B. Jung and G. Sukhatme. Tracking targets using multiple robots: the effect of environment occlusion. In Journal Autonomous Robots, vol. 12 pp. 191-205, 2002.
18. J.-C. Latombe, Robot Motion Planning. Kluwer Academic Publishers, 1991.
19. J.P. Laumond, P.E. Jacobs, M. Taix and R.M. Murray, A Motion planner for nonholonomic mobile robots, IEEE Trans. on Robotics and Automation., 10(5):577-593, 1994.
20. J.P. Laumond eds, Robot Motion Planning and Control Lectures Notes in Control and Information Sciences 229, Springer, 1998.
21. S.M. LaValle, H.H. González-Baños, C. Becker and J.C. Latombe, Motion Strategies for Maintaining Visibility of a Moving Target In Proc IEEE Int. Conf. on Robotics and Automation, 1997.
22. Z. Li and J. Canny, Motion of two rigid bodies with rolling constraint, IEEE Trans. on Robotics and Automation., vol 6 pp. 62-72, 1990.
23. R.M. Murray, S. Sastry, Nonholonomic motion planning: Steering using sinusoids, IEEE Trans. on Robotics and Automation., 38(5):700-716, 1993.
24. R. Murrieta-Cid, L. Muñoz, M. Alencastre, A. Sarmiento, S. Kloder, S. Hutchinson, F. Lamiraux and J.-P. Laumond, Maintaining Visibility of a Moving Holonomic Target with a Non-Holonomic Robot, in proc IEEE/RSJ International Conference on Intelligent Robots and Systems 2005, pages 2028-2034, Edmonton, Canada, August 2005.
25. R. Murrieta-Cid, B. Tovar and S. Hutchinson, A SamplingBased Motion Planning Approach to Maintain Visibility of Unpredictable Targets, Journal Autonomous Robots, Vol. 19. No 3 pages 285-300, December 2005.
26. R. Murrieta-Cid, T. Muppirala, A. Sarmiento, S. Bhattacharya and S. Hutchinson. Surveillance Strategies for a Pursuer with Finite Sensor Range. International Journal of Robotics Research, Vol 26, No 3 pp. 233-253, March 2007.
27. R. Murrieta-Cid, R. Monroy, S. Hutchinson, and J.-P. Laumond, A Complexity Result for the Pursuit-Evasion Game of Maintaining Visibility of a Moving Evader, IEEE International Conference on Robotics and Automation 2008.
28. T.D. Parsons Pursuit-evasion in a graph. In Y. Alani and D.R. Lick, editors, Theory and Application of Graphs, pages 426-441, Springer-Verlag, Berlin, 1976.
29. L. Parker. Algorithms for Multi-Robot Observation of Multiple Targets. In Journal Autonomous Robots, vol. 12 pp . 231-255, 2002.
30. J.T. Schwartz and M. Sharir, On the Piano Movers' Problem: I. The Case if a Two-Dimensional Rigid Polygon Body Moving Amidst Polygonal Barriers, Communications on Applied Mathematics, 36, 345-398, 1987.
31. S. Shas, S. Rajko and S.M. LaValle, Visibility-based pursuitevasion in an unknown planar environment Int. Journal on Robotics Research, 2003.
32. H.J. Sussmann and W. Liu, Limits of highly oscillatory controls and the approximation of general paths by admissible trajectories, Tech. Rep. SYSCON-91-02., Rutgers Center for Systems and Control, February 1991.
33. I. Suzuki and M. Yamashita Searching for a mobile intruder in a polygonal region. SIAM J. Comput, 21(5):863-888, October 1992.
34. B. Tovar and S. M. LaValle: Visibility-based Pursuit - Evasion with Bounded Speed. I. J. Robotic Res, 27(11-12): 13501360, 2008.
35. R. Vidal, O. Shakernia, H.Jin, D. Hyunchul and S. Sastry, Probabilistic Pursuit-Evasion Games: Theory, Implementation, and Experimental Evaluation, IEEE Trans. Robotics and Automation, 18(5):662-669, October, 2002.


Rafael Murrieta-Cid received the B.S degree in Physics Engineering from the ITESM, campus Monterrey (1990). He received his Ph.D. from the Institut Na tional Polytechnique (INP) of Toulouse, France (1998). His Ph.D research was done in the RIA group of the LAAS-CNRS. In 1998-1999, he was a postdoctoral researcher in the Computer Science Department at Stanford University. In 2002-2004, he was working as a postdoctoral research associate in the Beckman Institute and Department of Electrical and Computer Engineering of the University of Illinois at Urbana-Champaign. From August 2004 to January 2006 he was a professor and director of the Mechatronics Research Center in Tec de Monterrey, Campus Estado de México. Since March 2006, he has been working in the Mathematical Computing Group at the CIMAT -Centro de Investigación en Matemáticas, in Guanajuato México. He is mainly interested in robotics and robot motion planning, and has published more than 40 papers in Journals and International Conferences on these topics.


Ubaldo Ruiz received the B.S. degree in Physics and Mathematics (2005) and the M.Sc. degree in Electrical Engineering (2008), both from Universidad Michoacana de San Nicolas de Hidalgo. Currently (2010) he is pursuing the Ph.D. degree in Computer Science at the Centro de Investigacion en Matematicas (CIMAT), Guanajuato, Mexico. He is mainly interested in motion planning, differential games, optimal control and probabilistic robotics.


Jose Luis Marroquin studied his Bachelor in the School of Chemistry of the Universidad Nacional Autónoma de México (UNAM), where he got his diploma of Chemical Engineering in 1968. He did his Master and PhD in the Massachusetts Institute of Technology (MIT). He worked in PEMEX (Mexican Petroleum), in the areas of Operations Research (programming, mathematics and simulation), data visualization and processing of geophysics information. Since 1986 he has been working in the Centro de Investigación en Matemáticas A.C. in Guanajuato México, in which he is a research professor (Investigador Titular) and the head of the Computer Science Department. His main interests are image processing, computer vision and automatic learning, fields in which he has published around 100 papers and 2 books. He is Associate Editor of the Journals Pattern Recognition and Computacion y Sistemas. He is a member of the Mexican National System of Researchers level III, México.


Jean-Paul Laumond received the M.S. degree in Mathematics, the Ph.D. degree in Robotics and the Habilitation degree from the University Paul Sabatier, Toulouse France, in 1976, 1984 and 1989 respectively. He is Directeur de Recherche at LAAS-CNRS in Toulouse, France. With his group Gepetto (www.laas.fr/gepetto), he is exploring the computational foundations of anthropomorphic motion. He has been coordinator of two the European Esprit projects PROMotion (Planning RObot Motion, 1992-1995) and MOLOG (Motion for Logistics, 1999-2002), both dedicated to robot motion planning technology. During 2001 and 2002 he created and managed Kineo CAM, a spin-off company from LAAS-CNRS devoted to develop and market motion planning technology. His current research is devoted to Human Motion studies along three perspectives: artificial motion for humanoid robots, virtual motion for digital actors and mannequins, and natural motions of human beings. He teaches Robotics at ENSTA and Ecole Normale Supérieure in Paris. He has edited three books. He has published more than 150 papers in international journals and conferences in Computer Science, Automatic Control and Robotics. He is IEEE Fellow and member of the IEEE RAS AdCom.


Seth Hutchinson received his Ph.D. from Purdue University in 1988. In 1990 he joined the faculty at the University of Illinois in Urbana-Champaign, where he is currently a Professor in the Department of Electrical and Computer Engineering, the Coordinated Science Laboratory, and the Beckman Institute for Advanced Science and Technology. Hutchinson is Editor-inChief of the IEEE Transactions on Robotics, and previously served as the first Editor-in-Chief for the RAS Conference Editorial Board. He currently serves on the editorial boards of the International Journal of Robotics Research and the Journal of Intelligent Service Robotics. In 1996 he was a guest editor for a special section of the Transactions devoted to the topic of visual servo control, and in 1994 he was co-chair of an IEEE Workshop on Visual Servoing. In 1996 and 1998 he co-authored papers that were finalists for the King-Sun Fu Memorial Best Transactions Paper Award. He was co-chair of IEEE Robotics and Automation Society Technical Committee on Computer and Robot Vision from 1992 to 1996, and has served on the program committees for more than fifty conferences related to robotics and computer vision. He has published more than 150 papers on the topics of robotics and computer vision, and is coauthor of the books "Principles of Robot Motion: Theory, Algorithms, and Implementations," published by MIT Press, and "Robot Modeling and Control," published by Wiley. Hutchinson is a Fellow of the IEEE.


[^0]:    A preliminary version of portions of this work appeared in [24].
    Rafael Murrieta-Cid, Ubaldo Ruiz, Jose Luis Marroquin
    Centro de Investigación
    en Matemáticas, CIMAT
    Guanajuato México
    E-mail: \{murrieta,ubaldo,jlm\}@cimat.mx
    Jean-Paul Laumond
    LAAS-CNRS
    University of Toulouse
    Toulouse, France
    E-mail: jpl@laas.fr
    Seth Hutchinson
    Electrical and Computer Engineering
    University of Illinois
    Urbana, Illinois
    E-mail: seth@illinois.edu

[^1]:    ${ }^{1}$ Such an algorithm is guaranteed to return a correct solution when one exists, or to report failure in finite time when a solution does not exist.

