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Abstract. In this paper we address the problem of finding an object in
a polygonal environment as quickly as possible on average, with a team
of mobile robots that can sense the environment.

We show that for this problem, a trajectory that minimizes the distance
traveled may not minimize the expected value of the time to find the
object. We prove the problem to be NP-hard by reduction, therefore, we
propose the heuristic of a utility function. We use this utility function
to drive a greedy algorithm in a reduced search space that is able to
explore several steps ahead without incurring too high a computational
cost. We have implemented this algorithm and present simulation results
for a multi-robot scheme.

1 Introduction

The problem of determining a good strategy to accomplish a visibility-based
task such as environment modeling [4], pursuit-evasion [7] [8], or object finding
[6] [15], is a very challenging an interesting research area. Specially when the
sensors are not static but rather are carried by mobile robots.

In this paper we address the problem of finding an object in an unknown
location somewhere inside a polygonal environment as quickly as possible on
average. For this, we use a team of mobile robots that can sense the environ-
ment. This is the optimization problem of minimizing the expected value of time
required to find the object, where time is a random variable defined by a search
path together with the probability density function associated to the object’s lo-
cation. The possible applications have a wide range, from finding a specific piece
of art in a museum to search and rescue of injured people inside a building.

We present a discrete formulation, in which we use a visibility-based decom-
position of the polygon to convert the problem into a combinatoric one. We define
particular locations from where the robot senses the environment (guards). The
guards’ visibility regions are used to calculate the probability of seeing an object
for the first time from a particular location. These are chosen from an appro-
priate set which is computed automatically. With this, we are able to abstract
the problem to one of finding a path in a graph whose nodes represent the sens-
ing locations. Trajectories are then constructed from arcs in a reduced visibility
graph.
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We show that for this problem, a trajectory that minimizes the distance
traveled may not minimize the expected value of the time to find the object.
We prove the problem to be NP-hard by reduction, therefore, we propose the
heuristic of a utility function, defined as the ratio of a gain over a cost. We use
this utility function to drive a greedy algorithm in a reduced search space that is
able to explore several steps ahead without incurring too high a computational
cost. We have implemented this algorithm and present simulation results for a
multi-robot scheme.

2 Problem Definition

In general terms, we define the problem of searching for an object as follows:
Given one or more mobile robots with sensing capabilities, a completely known
environment and an object somewhere in the world, develop a motion strategy
for the robots to find the object in the least amount of time on average.

The environment W is known, and modeled as a polygon that may contain
holes (obstacles). The obstacles generate both motion and visibility constraints.

Furthermore, we assume that the probability of the object being in any spe-
cific point is uniformly distributed throughout the polygon’s interior. Therefore,
the probability of the object being in any subset R C W is proportional to the
area of R.

We also assume that we start with a set of locations L (also known as guards,
from the art gallery problem [14]) so that each point in W can be seen from at
least one location in L. There are several criteria for determining the goodness of
this set. For example, the minimal number of locations (art gallery problem [9]),
locations along the shortest path that covers the whole environment (shortest
watchman path [14]), and so on. In [13] we propose an algorithm for determining
this set. The basic idea is to place guards inside the region bounded by inflection
rays of the aspect graph. These regions have the property that a point inside
can see both sides of reflex vertices (those with internal angle greater than ).

The visibility region of location Lj, denoted V (L;), is the set of points in
W that have a clear line of sight to L; (the line segment connecting them does
not intersect the exterior of W). The set L is chosen so that the associated
visibility regions define a cover of W. This means that their union is to the
whole environment, that is, | vV (L;) = W. We do not require nor assume the
set L to be minimal.

For the sake of simplicity, we will first present the basic algorithm for the
case of a single robot and then we will extend it for the general multi-robot case.

Our exploration protocol is as follows: the robot always starts at a particular
location in L (the starting point) and visits the other locations as time progresses
(it follows the shortest paths between them). It only gathers information about
the environment (sensing) when it reaches one of these locations — it does not
sense while moving. We describe the route followed by the robot as a series of
locations L;, that starts with the robot’s initial location and includes every other
location at least once. Note that while L; refers to locations in the environment,
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L;, refers to the order in which those locations are visited. That is, the robot
always starts at L;,, and the k-th location it visits is referred to as L, .

For any route R, we define the time to find the object T" as the time it takes
to go through the locations — in order — until the object is first seen.

Our goal is to find the route that minimizes the expected value of the time
it takes to find the object

E[TIR =Y t;,P(T =t)) (1)
where
Area |V (Lij) \U <V (Liy)
P(T=1;) = ( Area(VVk) ) ' @

Here, t; is the time it takes the robot to go from its initial position — through
all locations along the route — until it reaches the j-th wisited location L;,,
and P (T =t;) is the probability of seeing the object for the first time from
location L;,. Since the robot only senses at specific locations, we also denote this
probability of seeing the object for the first time from location L;; as P (LZ-].).

Explicitly, the probability of seeing the object for the first time from a given
location is proportional to the visibility polygon of that region V' (Lij) minus
the already explored space up to that point Uk<j V (Li,).

2.1 Expected Value vs. Worst Case

It is important to note the difference between minimizing the expected value of
the time to find an object and minimizing the time it would take in the worst
case. To minimize the worst case time, the robot must find the shortest path that
completely covers the environment (the Shortest Watchman Tour problem [1]).
This usually means that no portions of the environment are given any priority
over others and the rate at which new portions of the environment are seen is
not important.

On the other hand, to minimize the expected value of the time, the robot must
gain probability mass of seeing the object as quickly as possible. For a uniform
object PDF, this translates into sensing large portions of the environment as soon
as possible, even if this means spending more time later to complete covering
the whole environment. For non-uniform PDFs, the robot should visit the most
promising areas first. We believe this represents another paradigm for coverage
tasks, where it is important to gain as much new information in the shortest time
as possible. This could be very useful in applications where the time assigned to
the task is limited or not completely known.

The trajectories that satisfy the previous two criteria are not the same. In
fact, for a given environment, the route that minimizes the distance traveled may
not minimize the expected value of the time to find an object along it. Consider
the example in Fig. 1.
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Fig. 1. Example with a simple environment

The robot starts in the corridor at location Ly. The object will always be in
one of two rooms, and the probability of it being in either is related to the size
of the room.

If the robot goes to the smaller room first and then moves on to the larger
room (route 1), it reaches Ly at time 1 and Lo at time 7. The expected value of
the time it takes to find the object following this route is F [T| (Lo, L1, L2)] =
(0.1)(1) 4+ (0.9)(7) = 6.4. The robot always completes its search after 7 seconds.

On the other hand, if the robot moves to the larger room first and then goes
to the smaller room (route 2), it reaches Ly at time 5 and Ly at time 11. The
expected time in this case is E [T'| (Lo, L2, L1)] = (0.9)(5) + (0.1)(11) = 5.6. In
the worst case, it will take the robot 11 seconds to find the object.

A robot following route 1 always finishes searching after 7 seconds, while a
robot following route 2 takes 11 seconds. Route 1 minimizes the distance traveled.
However, the average time it takes for a robot following route 1 to find the object
is 6.4 seconds whereas for route 2 it is only 5.6 seconds. Route 2 minimizes the
expected value of the time to find an object.

Thus, a trajectory that is optimal in the distance traveled does not necessarily
minimize the expected value of the time to find an object along it.

3 Proposed Solution

Since we assume that we are given a set of sensing locations that completely
cover the environment, we are interested in finding an order of visiting those
locations — the problem becomes a combinatorial search.

In general, the robot will not be able to travel between two locations by
following a straight line. In this cases, we use a reduced visibility graph [10] and
Dijkstra’s Algorithm to follow the shortest path between them.

3.1 Reduction from an NP-hard problem

The Minimum Weight Hamiltonian Path Problem, known to be NP-hard [3],
can be reduced to the problem of finding the optimal visiting order of sensing
locations which minimizes the expected time to find an object.
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In order to make a formal reduction, we abstract the concept of environment
and visibility regions. We only consider a set of locations that have an associated
probability of seeing the object and whose visibility regions do not overlap.

The reduction consists in defining the distance between the sensing locations
as the edge weights of the Minimum Weight Hamiltonian Path Problem and
setting the probabilities uniformly (same value for all).

Since the probabilities are set uniformly, the route that minimizes the ex-
pected time will be exactly the same as the one that minimizes the distance
traveled. This happens because the expected value of the time to find an object
is determined only by the time it takes to reach locations along the route. Since
time is proportional to distance, the route that minimizes time will also minimize
the distance.

Given that the solutions to both problems are the same ordering of locations,
finding a polynomial algorithm to solve these instances of the defined problem
would also solve the Minimum Weight Hamiltonian Path Problem in polynomial
time, thereby proving that the proposed problem is NP-hard.

3.2 Utility Heuristic

Since trying to find an optimal solution is a futile effort, we have decided to
implement an iterative, greedy strategy, one that tries to achieve a good result
by exploring just a few steps ahead.

We propose a greedy algorithm, called utility greedy, that tries to maximize a
utility function. This function measures how convenient it is to visit a determined
location from another, and is defined as follows:

P (L)
ULy L) = e (L, L)’ 3)
This means that if the robot is currently in L, the utility of going to location
Ly, is proportional to the probability of finding the object there and inversely
proportional to the time it must invest in traveling.

A robot using this function to determine its next destination will tend to
prefer locations that are close and/or locations where the probability of seeing
the object is high. Intuitively, it is convenient to follow such a strategy, but its
relationship with the expected value minimization will be more evident after the
following analysis.

Consider a definition of expectation for a non-negative random variable, such
as time, from [11]

E[T|R]:/OOOP(T>t)dt:/OOO(1—P(Tgt))dt:/ooo(l—FT)dt @)

in which Fr is a cumulative distribution function.

In our problem, every valid trajectory R defines a particular cumulative dis-
tribution function of finding the object, Fr. Since we are dealing with a discrete
problem, the distributions are only piecewise continuous with the discontinuities
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being the times at which the robot reaches the distinct locations along the route,
as shown in Fig. 2a.

By (4), we know that the expected value of a random variable with distribu-
tion Fr is the area under the curve 1 — Frr, shown in Fig. 2b. This area is the
value we want to minimize.

One method for making this area small is to have the time intervals as small
as possible and the probability changes (down step) as large as possible. This is
the notion that our utility function in (3) captures; its value is larger when the
probability of seeing the object from a particular location is high (large down
step) and/or when the location is near (small time interval).

3.3 Efficient Utility Greedy Algorithm

The utility function in (3) is sufficient to define a 1-step greedy algorithm. At each
step, simply evaluate the utility function for all available locations and choose
the one with the highest value. This algorithm has a running time of O (nz)
However, it might be convenient to explore several steps ahead instead of just
one to try to “escape local minima” and improve the quality of the solution
found. The downside of this idea is that it usually increases the complexity of
the algorithm by a factor of O(n) for each look ahead step.

To reduce this effect we propose a second heuristic that reduces the branching
factor. The heuristic is that the children of each location can only be those other
locations that are not strictly dominated according to the two variables in the
utility function P (Ly) and Tme (L;, Li). As seen from the j-th location L;, a
location Ly, strictly dominates another L; if both of the following conditions are
true

P(Lk) > P(Ll),
Time (Lj, L) < Time (L;, L;) .

It is straightforward that dominating locations will lie on the convex hull of
the remaining set of locations when plotted on the probability vs. distance plane.
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The endpoints of this partial convex hull are not considered as candidates since
they are not defined locations.
The final algorithm for a single robot is as follows:

(1) For the last location along the current solution (initially just the robot start-
ing location) explore the possible routes (create a tree breadth-first) until
the number of nodes is of order O(n).

(2) For each node that needs to be expanded, compute the set of locations that
are not strictly dominated by others and only choose those as children. This
can be done with a convex hull algorithm with complexity O (nlogn).

(3) When the number of nodes in the exploration tree has reached order O(n),
choose the best leaf according to the heuristic in (3), discard the current tree
and start over with the best node as root.

The complexity of the algorithm is proportional to exploring a tree of order
O(n), choosing the best children for each node in the tree with a convex hull
algorithm in O (nlogn) and repeating ogn times to generate a complete route.
This is

n
0] (n-nlogn~lo—> :O(ng).

gn

Of course, this result depends on the number of dominating locations being
significantly smaller than n on average, which may be difficult to determine for
a specific problem. We know, for example, that the expected number of points
on the convex hull of a set sampled uniformly from a convex polygon is of order
O (klogn) for a k-sided polygon [2]. In the worst case, when the branching factor
is not reduced at all, our algorithm only explores one step at a time and has a
running time of

O (n-nlogn-n) =0 (n’logn). (5)

3.4 The General Multi-Robot Case

For the case of a single robot, each sensing location determines a state for the
environment search. Each node in the search graph corresponds exactly to one
location. For the case of multiple robots, the state has to be augmented to include
the status of every robot in the team. Each robot can be performing one of two
possible actions: traveling or sensing. Therefore, a node in the search graph
now corresponds to a n-tuple of robot actions. We assume that two or more
robots will never arrive to sensing locations exactly at the same time, which is
true for sensing locations that are in general position. For example, the n-tuple
(T4, S17,Tg) represents a state in which the first robot (first location in the tuple)
is traveling towards location L4, the second robot is sensing at location Li7 and
the third robot is moving to location Ls.

This approach allows us to discretize time into uneven intervals bounded by
critical events. These events correspond to the times robots reach given locations
and sense the environment. This formulation defines a new state space which is
searched with the same utility function algorithm proposed for a single robot.
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Under our scheme, the possible next states only consider the locations al-
ready visited by all the robots, and once a robot committs to going to a certain
location, it will not change regardless of what the other robots are doing. This
yields a scheme which guarantees that one more location will be visited at each
exploration step. This means that the computational complexity for a team of
robots is exactly the same as for the single robot case stablished in (5). How-
ever, this scheme will not explore all possible path permutations (which would
be exponential), only a reduced state space.

3.5 Probability Computation for Polygonal Environments

We assume a uniform probability density function of the object’s location over
the environment, consequently, the probability of seeing the object from any
given location is proportional to the area of the visibility region from that lo-
cation (point visibility polygon [2]). This visibility polygon can be computed in
linear time to the number of vertices in simple polygons and in O(nlogn) time
for general polygons [2]. If the results are cached, this has to be done only once
for each location.

The probability of seeing the object for the first time at location L;;, denoted
P (T =t;), is proportional to the area visible from L;, minus the area already
seen from locations L;, Vk < j, as stated in (2). This involves polygon clipping
operations of union and difference. We know that any clipping algorithm sup-
porting two arbitrary polygons must have a complexity of at least O(n m) where
n and m are the number of vertices in each polygon [5].

The cost of performing these clipping operations must be added to the com-
plexity in (5) to describe the total complexity of the algorithm when applied to
general polygons.

4 Simulation Results

For our simulations, we implemented routines for computing visibility polygons,
the reduced visibility graph and shortest paths (Dijkstra’s Algorithm). For cal-
culating the union of visibility regions, we used the gpc library developed by
Alan Murta based on an approach proposed in [16].

Fig. 3 shows the paths generated by our proposed approach for two different
environments and a team of two robots. Parts (a) and (b) show the environments
(black obstacles), the set of sensing locations (crosses) and the initial position
(black disc). Parts (c) and (d) show the final paths and different regions sensed
by the robots. The light grey path corresponds to robot 1, and the dark grey to
robot 2. The dark grey area was only sensed by robot 1, the light grey only by
robot 2 and the white area was seen by both.

As can be seen, the robots split the effort of sensing the environment in
approximately equal amounts, even when an intuitive partition is not evident,
as in the case of the environment shown in the right column of Fig. 3.
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Fig. 3. Simulation results for two environments and a team of two robots

For the case of a single robot, the results obtained by our algorithm are close
to the optimal case but with a major improve in computation time [12]. In some
instances, we have observed over a thousand-fold improvement. For a team of
multiple robots, the expected value of the time is further reduced, as expected,
but with the exact same order of computational complexity.

5 Conclusions and Future Work

In this paper we proposed an efficient approach to solve the problem of finding an
object in a polygonal environment as quickly as possible on average. We proposed
the heuristic of a utility function to drive a greedy algorithm in a reduced search
space that is able to explore several steps ahead without incurring too high a
computational cost. We implemented this algorithm and presented simulation
results for a multi-robot scheme.

In [13] we address the problem of continuous sensing for expected value search
with a single robot. For this, we use the calculus of variations to compute locally
optimal sub-paths and concatenate them to construct complete trajectories. As
future work, we plan on extending the continuous sensing case to multiple robots.

Currently, we are also working on the case where the environment is three
dimensional and the robot is a seven degree of freedom mobile manipulator with
an “eye-in-hand” sensor, like the one shown in Fig. 4.



10 A. Sarmiento et al.
Fig. 4. A 3-D workspace with a mobile manipulator
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