Hierarchical Ray Tracing For Fast Volumetric Next-Best-View Planning
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Abstract—A mobile robot must have the ability of building a /A
representation of its environment and the objects in it. To luild Depth 0 .

a three-dimensional (3D) model of a physical object, severa
scans must be taken at different locations. Selecting each
location is the next-best-view problem. Search based metts, @ : :
where candidate views are generated and evaluated by a utii -
function, are a solution. However, such methods are slow

for high resolution models given that the evaluation requies , @ @ @ Depth k -
visibility computation in 3D. We propose a scene representin K p P A .
by octrees with a hierarchical ray tracing that reduces the AR : 7
visibility computation time. Such method performs a coarse N ol Lot

ray tracing, except for the interesting volumes where a finer ~ Rdmax @@ @ @ @ Depth dmo
resolution is applied. The method decreases the computatio

time at least one order of magnitude. Saving time with this

method leads to evaluate more constraints and more candidat
views in high resolution models.

Figure 1. Hierarchical ray tracing. The object is represéntwith a
probability occupancy octree of several resolutions €ighhe rays to be
traced are organized in a tree structure where each levedspgands to a
|. INTRODUCTION resolution of the octree (left). Image labels are explaimedection V.

In robotics, a mobile robot must have the ability of
building a representation of its environment and the object . . )
on it. Three-dimensional (3D) representations from SuChThere_fore, occlusmns_ generated by the sensor f|elq of view
objects have several applications, such as object redognit OF obje_ct auto_—occlusmns are also unknown. In_ this paper,
pose estimation, grasping, etc. The task of building a 30PUr main goal is to propose a method to determine the next-
model from an object is known as 3D object reconstructiorP€St-view in a short time.

[1]. In order to accomplish this task a range sensor is placed In general there are two types of methods for planning
at several locations to see the full object surface. the next-best-view (NBV): surface based and search based.

Automated 3D object reconstruction is a cycling processSurface based methods analyze the scanned surfaces to
of observing and deciding where to see next. First, a rangéetermine the next-best-view, e.g. [2]. Such methods are
sensor is placed by the mobile robot at a certain locationfast, but sometimes are unable to overcome auto-occlusions
After that, a range image (point cloud) is obtained fromor fulfill registration constraints, as the case of compgtin
the sensor. Then, if there are images taken from previougormals in [3]. On the other hand, search based methods
iterations, the new one is registered (aligned in a commogenerate a set of candidate views, then their visibility is
reference frame) and merged (a unique point cloud withougomputed, and they are evaluated by a utility function. For
redundancy is created). A partial model, beyond the ranggoth types of methods, visibility is required, given thattie
images, is updated with the images. Finally, the next sgnsinonly way to assure that possible occlusions from the same
location is planned, based on the current information, er th object, the robot or the environment will not interfere with
process is finished if a stop criterion is satisfied. the target surface.

Planning the next sensing location refers to determining a We propose a NBV algorithm for solving the task of
new configuration which provides as much as possible nevautonomous object reconstruction. The main contribution
information about the object, meanwhile several condsain of the method is the hierarchical ray tracing for fast vis-
are satisfied (Section 1I-C details the constraints). Suclibility computation. Hierarchical ray tracing is based on
problem is called in the literature as next-best-view plagn tracing few rays in a rough resolution map, then, when
(NBVP) [1]. The planning must be executed in runninginteresting volumes are touch the resolution is increased
time given that the object shape is not known in advancefor observing details. See figure 1. Notice that the obtained



result corresponds to the finest resolution without conmguti 1) New information. The NBV must see unknown sur-
exhaustively rays for all voxels in the finest resolutioncl$u faces in order to completely observe the object.
strategy typically reduces the computational running time 2) Paositioning constraint. There must be a collision free
needed to evaluate a view in at least one order or magnitude  configuration to place the sensor.

(10 times). This reduction in time allows us to evaluate more 3) Sensing constraint. Surfaces to be seen must be in
constraints and more views than other methods. the camera’s field of view (FOV) and depth of view
(DOV). Also the angle formed between the sensor’s

Il. BACKGROUND . .
orientation and the surface normal must be smaller
A. Range Sensor that a certain angle defined by the vision angle [7].
A sensor configurationz is defined by position and 4) Registration constraint. To assure that the new scan
orientation. The device is able to get a 2 1/2 imag)efiom will be merged with the previous ones there must be

the scene, a set of 3D points with respect of the sensor’s an overlap between them [8].
reference frame. We assume that the range sensor has agach selected NBV is denoted py. The initial view, ar-
perspective geometry, where there is a common origin for albitrary selected, is specified bpy. We assume the existence

rays that pass trough the image plane. The sensor’s field @ff an object bounding box (OBB) and a robot bounding box
view (FOV) is determined by a cone or a pyramid dependingrBB).

on the emitted rays. We represent the sensor as follows:
[1l. RELATED WORK
S = {7,7,1%} Since the 80’s the next-best-view problem has been ad-
dressed. For an extended review of classic methods see [9]
and [1]. According to [1], our algorithm is volumetric and
search based, so we will mainly review similar methods in

whereJ is the origin,? the director ray and? a set ofn
rays inside the FOV.

this section.
— (77 ; T — o oy 51T
R={ui0 <i<mui = [,y 2]} The work of Connolly [3] represents the object with an
B. Probabilistic Occupancy Map octree and determines the NBV with one of two approaches.

An occupancy map performs a division of the 3D space.The first one determines the NBV as the sum of normals

If the division is uniform, it is called voxel map, e.g. [4]. | rom unknown voxels. The second method, called planetary,
a hierarchical division is performed then it is called oetre determines the NBV by testing views from a set around

[5]. The occupancy map is used to store information abouth® object. Recent work have done improvements in object
the reconstruction. Therefore it is used to reason the nexf€Presentation and NBV computation. _
best-view. The representation of the object has been improved by
Our work is based on a probabilistic octree catetbmap introducing octrees with probabilistic occupancy estiorat
[6]. An octomap is an octree with probabilistic occupancy [6]. Furthermore, hiergrchies of octrees have been_pr(ojoose
estimation to deal with imperfect sensor readings. EachC decrease the required storage memory [10]. Einfrn
voxel has one of three possible labelsoijcupied which @ proposed the determination of map resolution and spatial
represents surface points measured by the range sensor, §ijodivision depending on the acquired data in running time
free, which represents free space and iijknown, whose ~ [11]. Our work differs from that of Wurm [10], given that
space has not been seen by the sensor. they represent each part of the map with disjoint octrees,
An octomap has two parameters, the resolution, size ofind we represent the same object with several resolutions.
a voxel, and the tree depth. If the depth is limited then a The NBV computation using volumetric representations
coarser resolution octree can be obtained. Our work také$ done by defining a search space and then, with a utility

advantage of this characteristic to trace rays at differenfunction, decide which configuration is selected. Foigseitt
depths. al. [12] propose an optimization algorithm to maximize the

amount of unknown data in the camera’s FOV. However,
C. Next-best-view Constraints they do not specify how to solve object auto-occlusions.
The set of candidate views used to perform the next-besGiven that NBV constraints are many, the optimization
view search is denoted by = {vg,v;...v,,}. Each view problem is commonly reduced to a search over a discrete set
is a tuple of the formw; = (q;, z;, H;,u) whereg; is the  of candidate views, where each one is tested to determine
robot configuration;z; the workspace of the sensar, €  their goodness. Vasque. al. [4] proposed a search over
R3 x SO(3), H is a homogeneous transformation matrix, set of views around the object and a utility function which
which is applied to the sensor rays to obtain the FOV ofmeasures surface, quality and distance. Their problenats th
such view andu is the numerical utility of the view. a set of pointing views is not always feasible, i. e. the robot
Our goal is to select one view € V' with the following  can be in collision with an obstacle or the sensor can be
characteristics: occluded by another object, the environment or the same



robot. Therefore, instead of a fixed set of candidate views 3) New Surface: sur(v) evaluates a view depending of
some works synthesize a reduced set of candidate viewsow much unknown voxels are seen fremUnknown vox-
with promising goodness. Dornhege and Kleiner proposeels are important given that could have occluded surfaces.
the computation of candidates which point to frontier-void Such function returns values between 1 and 0. 1tughether
volumes [13]. Kraininet. al. [14] proposed a method in v sees all the unknown voxels in the OBB, see equation (3).
which the robot grasps the object and moves it inside

the camera’s FOV, the candidate views are possible object sur(v) = uno(v) 3)
rotations which are evaluated with a trade-off between view Uun,
goodness and motion cost. where un,(v) returns the amount of unknown voxels

Most of the related work needs to compute visibility from touched by the sensdk rotated byv.H that lie inside the
candidate views, otherwise, there is no guarantee that theBs, andun, is the total amount of unknown voxels inside
new location will overcome occlusions from the environmentihe OBB.
or the robot. In some methods, e. g. [3], [4], [13], ray tracin  Given thatun, remains constant for all the evaluations of

provides access to the object representation in order tyqueone iteration, equation (3) can be reduced to equation (4):
overlap, quality and occupancy estimation. Our work allows

to compute the ray tracing in a short time, it is based sur(v) = uny(v) (4)

on multi-level ray tracing and coherent ray tracing which

have been used for rendering 3D scenes [15], [16]. In those 4) Distance: Candidate views are also evaluated accord-
techniques, rays with a common feature are grouped into on@g to their distance to the current view. The function is
single beam. Unlike them, we determine when to expand &hown in eq. (5):

ray based on the NBV requirements. 1

1+ p(v.q,p.q) ©)

We propose a fast next-best-view algorithm that is ablevherep is the euclidean distance in the configuration space.
to build the model of an arbitrary object within a maximum ,
size. The algorithm is based on generating candidate viewd: Algorithm
and rank them by a utility function. In this section, the The next-best-view algorithm generates candidate views
overall framework (utility function and general algorithm and ranks them with the utility function. Furthermore, a
is described. Section V describes the main contribution oparticular evaluation scheme is applied. The scheme iglbase
this paper, which consist in a method to compute hierar€hicaon the efficient evaluation proposed by Low and Lastra [17].
ray tracing. This method provides the information requiredSome factors are applied as filters. Therefore, the evaluati
to evaluate the utility function. is a cascade of filters where the views have to pass through.

o ) Algorithm 1 resumes the process that is described in the

A. Utility Function following lines. First, a configuration step is performed,

The utility function ranks the candidate views accordinghere OBB and RBB are defined, all voxels inside the OBB
to their goodness for the reconstruction process. We psoposare set as unknown. Octree and rays-tree are configured
a utility function as a product of factors. The utility fuimt  as is explained in section V. Then, an arbitrary view is

dist(v)
IV. NEXT-BEST-VIEW ALGORITHM

is defined by equation (1). given as an initial view. After that, a path is computed
with a motion planning technique. The path is executed.
u(v) = pos(v)- reg(v)- sur(v)- dist(v) (1) Then, from the reached configuration a range image is

. taken, and it is integrated to the octree. The integration is
where each factor evaluates a constraint, below we detae formed via estimating the occupancy of a leaf node given
each constraint. , __ the readings, as described in [6]. Next, a set of candidate

1) Positioning: pos(v) is 1 whether all voxels inside \je\s is computed by uniformly sampling the workspace.
the robot bounding box (RBB) translated byl arefree,  Then, for each candidate view, the positioning constraint i
otherwise it is 0. _ o checked, if it does not satisfy it, then the view is deleteat. F

2) Registration: reg(v) is 1 whether a minimum overlap he remaining views, hierarchical ray tracing is performed
with previous surfaces exist, otherwise it is 0. It determines which volumes from/ are visible from a

0 if oco(v) < h view v and dete_rmines t_he vz_;tlues for thg fgncti@ng and

reg(v) = { 1 i OCO () > hoc } (2)  un,. After that, if the registration constraint is satisfiecerth
oNTS = ee the utility is computed. Next, the view with the highest
whereoc,(v) indicates the amount of occupied voxels thatevaluation is selected as the NBV. Finally, if it does nos
are touched by the sensar fotated byv. H) and lie inside  provide new information, that is, if the amount of unknown
the object bounding box (OBB), ard,. is a threshold. voxels visible from it is less than a threshold, then the



process is finished; otherwise the process is continued by
moving the robot to the planned configuration.

Algorithm 1: NBV for 3D Object Reconstruction
Input : Initial position (pg)
Output: Object model {/)

1 Configure octree and rays-tree;

p . po () Uniform ray trac-(b) Rays traced in 4c) Ray tracing in a
3 while true do ing. All sensor rays areoarse octree. finer octree only for
4 Plan a path for reaching; traced in the octree. touched occupied vox-

5 | Move the robot top; els.

6 z < Take range image, Figure 2. Examples of uniform ray tracing and hierarchi@gl tracing.
7 M <+ Update modelM using z;

8 V + Generate candidate views;

9

foreachv € V' do times number of rows). Low computation time is obtained

10 if po‘?(“) then ) ) with coarse octrees, but accuracy is decreased given that
1 Hi erar chi cal RayTraci ng(M v); voxel size increases and details are lost.

12 'f| Ti?ivltz(a(:) The proposed method starts tracing a low _density seF of
» alse rays fgr a coarse octree (Flg. 2(b)). Thep, if a ocgup|ed
5 | deleter: \{oxel is hit, a h|gh_er densny.set of rays is traced into a
16 end ' finer octree. The h|gh§r density set tries t_o cover only the
- else volum_e frqm the occup|_ed voxel thqt_vyas hit. If an unknown
s | deletew: vox_el is hit then _there is no .subd|V|S|on to a finer octreg.
1o end ' N.otlce that avoiding supd|V|S|on when a unknoyvn voxell is
0 end hit allows us to save time. Furthermore, the information

about unknown voxels at a rough resolution is enough to
know that the sensor must move to explore the associate
space. In contrast, occupied voxels are always expanded to

21 p < Best evaluated view fron” ;
22 if p does not provide information then

23 R_et_urnM, o the finest resolution. There are two reasons to proceedsn thi
24 Finish reconstruction; i : . . .

way: 1) A finer resolution might contain unknown voxels.
25 end . . . .
2 end 2) The information of occupied voxels is needed up to the

finest resolution, since it is used to decide whether or not
there is enough overlapping to register the scan.

In order to trace rays for a given octree resolution, we
have computed a tree of rays where each level of the

Ray tracing has the purpose of providing visibility to a tree correspond to a determined octree resolution. Section
viewpoint. In computer graphics ray tracing has been widelW-A and V-B detail the octree and rays-tree structures,
used to render 3D environments [15]. In NBV planning, respectively. Section V-C formalizes the method.
ray tracing is a way to predict the sensor readings from a
candidate view.

Usually a uniform ray tracing (URT) is performed to A. Octree
compute visibility. Figure 2(a) shows a uniform ray tracing
for an octree structure. Each ray from the sensor passes'We represent the object and the environment with an
through several voxels until an occupied or unknown voxelPctomap of depthdp.q... Such map can be reduced in
is touched. After that, the amounts of hit voxels are retdrne résolution by pruning leafs until a desired depth. Thewsfor
Which voxels lies in the way of each ray is computed by Particular instance of\/ is m; where0 < i < dpao
Amanatides algorithm [18]. Ray tracing complexity dependdndicates the depth of the octree.
on two parameters: voxel resolution and number of rays. 1) Updating the octree: For each sensor measurement,
Voxel resolution (size of a voxel) affects the complexity the octree is updated with the sensor readings according to
given that Amanatides algorithm spans each voxel at fineghe occupancy grid mapping model of an octomap [6]. The
resolution, so, as the number of voxels increase, mor@ner occupancy is updated with the mean occupancy or the
computations are needed. On the other hand, the number ofaximum occupancy [6]. Maximum occupancy provides a
rays depends on the sensor resolution (number of columnmaore conservative strategy than mean occupancy.

V. HIERARCHICAL RAY TRACING



B. Ray-tree Algorithm 2: Hierarchical Ray Tracing (HRT)
1) Rays for Resolution: For a given octree depth we  Data: v, M, k, rayNode = root

have computed a set of rays. Such set has the same sensoResult Vozel Amouts

aperture, but the rays are separated according to the voxelforeach r € rayNode.C' do

size of the target depth. 2 switch Cast Rayl n(r.u, M, k) do
Let's suppose an octree nodg with resolution/;, arange 3 caseOCCUPIED
sensor with horizontal aperture aof, and vertical aperture 4 if k== dma: VisLeaf (rayNode) then
of a,,, and a maximum depth of view @f Then the reduced 5 L Voxel Amounts.occupied ++;
set of raysR; is computed by equation (6). 6 else
7 LAddHRT(U,M,k—i—l,r)tO

Ri = {7 )| () = [0y Yy 2G) "} (6) Vozel Amounts;
where the number of image rows is limited by< j < 8 caseUNKNOWN
—% and the number of the image columns is limited by ° | Voxel Amounts.unmark +=r.1f;

d L

0 < k < —22. The components of each ray are computed _—
arcsin g . g 10, ReturnVoxel Amounts;
as follows (We assume a right-handed coordinate system and

a sensor which points to positiveaxis):

() = €08 B sin output is a structure with the amounts of each voxel type.

_ y(-jf) - bﬁm B First, each ray child of the ray root is traced in the octree.
ﬁfz(i’k)_;(:js. ; o5k 1 FunctionCast Rayl n() throws a ray at the specified depth
T2 J arcs{nﬁ and returns the label of the hit voxel. Next, if it is occupied
ap = — + k x arcsin

then HRT is performed recursively for the children of the
2) Initial Resolution: Above we have specified the set of rays and the map, until the leaves are reached. But, if the
rays for a given octree depth. However, it is possible tocsele hit voxel is unknown, then, there is no need to perform a
an intermediate starting depth where0 < k < dpqz- finer ray tracing, so the number of leafs from the current
When k = d,,., the hierarchical ray tracing is a uniform rays is added (line 11). Notice that adding the number of
ray tracing in the maximum resolution, asdecreases the leaves sums up to the total number of rays.
amount of initial traced rays also decreases.
3) Tree: In order to replace a ray by a higher density set VI. EXPERIMENTS
of rays a tree structure is proposed. The union of all raysA. Smulation
Ufg;;’ R;, is organized in a tre§ = {rg,r;...r,}, €ach

. ) This experiment simulates the reconstruction of several
node is defined by:

objects. Also, a comparison in terms of efficiency between
- hierarchical ray tracing (HRT) and uniform ray tracing

rj = (uj, 05, Cj, Uf;) (URT) is performed. The scene consists of an object over

WhereQT} is a ray,p; is a reference to its parent; is a set @ table inside an empty room. See figure 3. The sensor is

of references to its children, arig; the number of leaves a range camera and the positioning system is a point robot

that depends on it. able to move free (freeflyer) in the 3 D environment. Thus,
The tree is organized as follows: our device can be positioned in any collision free point in

« The root node is the sensor’s director ray. R? and it can be rotated to any direction. 320 candidate

« Each level is composed by the set of rais that views were placed around the object pointing to the object
corresponds to the octree depith center (views were generated with icosahedron tesseil)atio

. For each ray node;, except the root, its parent is A resolution of 0.01 m was established for the octree.
the ray node from the superior level with the shortest Performance of URT and HRT has been compared in
distance. The distance is computed with the angléhe reconstruction of two complex objects. Fig. 4 shows
formed between rays. If there are equal distances, thihe output models obtained with the proposed planner. The
parent is selected arbitrary. To the selected parent gesults are shown in table I. In this table one can see that

reference to-; is added to its children list. the required time per iteration is reduced more than 90%
_ _ ) _ when HRT is applied. Furthermore, the main advantage of
C. Hierarchical Ray Tracing Algorithm the method is that it can discard fast views that are occluded

Hierarchical ray tracing (HRT) is done recursively. Seee.g. views below the table are evaluated in 0.05 s compared
algorithm 2. The input data are the candidate view, thewith 5.6 s obtained with the URT. The number of views is
octree, the ray-tree and the initial depth for ray tracinge T increased given that there is an over estimation of unknown



they are not reachable for the robot, e.g. above the fan.
The time required per iteration is shown in table II. The
values are average time per iteration. It is worth to say that
evaluating 1500 views only takes 10.3 s, it is a short time
considering that all reconstruction constraints are check
Previous results, shown in [4], perform the evaluation of
80 views in 6.2 s. It is worth to say that the speed up in
time is greater than in the simulation experiment, given tha
there are many views that do not see the object, so they are
discarded fast.

i _ _ _ ) In the case of the experiment with the real robot, we
Figure 3. Simulated reconstruction scene. The objects laeg in the . . . . .
center of the table. Notice that the table occludes the olijem several present prellmlnary results, in which collision free rdbot
view points. paths are computed with a Biased Rapidly Exploring Ran-
dom Tree [19].

Modeling Scanning 0.1s
Octree update 6.3s
NBV Planning  Views Evaluation 10.3 $
Path Planning 0.3s
Total time 17.0s
Table Il
- // AVERAGE NBV COMPUTATION TIME BY ITERATION.

(a) Bunny. (b) Dragon.

Figure 4. Output octrees from reconstructed objects. VIl. CONCLUSIONS ANDFUTURE WORK

We have presented a next-best-view algorithm for 3D

voxels when rays are no further expanded; however this i§bject reconstruction. The main contributions are i) a way
more than compensated by the important reduction in thé0 perform hierarchical ray tracing, which can efficiently

time required to analyze the views. discard occluded views, ii) a utility function for next-ltes
view planning and iii) an integrated system for object
Object Ray Tracing Views NBV timg reconstruction. Using this new hierarchical ray tracirg t
gﬂﬂ:; gg‘;o”“ ig 173;355 evaluation of hundreds of candidate views can be achieved in
Dragon  Uniform 10 2075 4 seconds. Therefore, more restrictions can be evaluated and
Dragon  HRT 15 88 s better view can be selected. In this work, we have considered
a point robot able to move free (freeflyer) in the collision
Table | free space of a 3 D environment. As a future work we want

SIMULATION RESULTS. . . .o . .
to consider a robot with no trivial geometry, in particulae w

want to address the problem of computing the next best view
for object reconstruction with a mobile manipulator robot,
B. Real Case Reconstruction equipped with an eye-in-hand-sensor. For this problem is

This experiment performs the reconstruction of an officeessential to include a motion planning technique in order to
fan with a Microsoft Kinect sensor mounted on a mobilefind collision free paths for the robot to reach a next best
robot. See figure 5(a). The objective is to show experimenview configuration.
tally that _the method can deal with real data in acceptable ACKNOWLEDGMENT
computation times.
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(b) Point cloud acquired from
initial configuration.

(c) First planned configuratiofd) Octree representation after

for the robot.

Figure 5.

two scans. Object is painted in
blue. Unknown voxels of the ob-
ject bounding box are painted in
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(e) Last planned configuration. (f) Octree after seven scans.
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