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0.1 Appendix on Operator Algebras

0.1.1 C*-algebras and C�-probability spaces

Bounded operators on a Hilbert-space

We recall initially that a (complex) Hilbert-space is a vector-space H over the
�eld C of complex numbers, which is equipped with an inner product h�; �i,
making H complete with respect to the associated norm (k�k = h�; �i1=2 for all
� in H).
A linear mapping T : H ! H is called a linear operator on H. For such an

operator we recall that the following conditions are equivalent:

(i) T is continuous at every point � of H.

(ii) T is continuous at 0 2 H.

(iii) supfkTxk j x 2 H; kxk � 1g <1.

As a consequence of the equivalence between (i) and (iii), continuous linear
mappings T : H ! H are generally referred to as bounded (linear) operators on
H. The class of such operators on H is accordingly denoted by B(H). Point-
wise addition and scalar-multiplication clearly makes B(H) into a vector space.
Moreover, the composition S � T of two elements S; T of B(H) constitutes a
multiplication on B(H) which together with the linear operations turns B(H)
into an algebra. Speci�cally this means (omitting the vector space axioms) that
the multiplication and the linear operations satisfy the following conditions for
any R;S; T in B(H) and � in C:

(iv) R(ST ) = (RS)T ,
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(v) �(ST ) = (�S)T = S(�T ),

(vi) R(S + T ) = RS +RT and (S + T )R = SR+ TR.

In (iv)-(vi) we have, as is customary, written e.g. ST instead of S � T . For
T in B(H) we further de�ne:

kTk = supfkTxk j x 2 H; kxk � 1g <1;

and it is standard to check that the mapping T 7! kTk de�nes a norm on B(H),
which is sub-multiplicative in the sense that

(vii) kSTk � kSkkTk for all S; T in B(H).

This norm is naturally termed the operator-norm on B(H). The complete-
ness of H further implies that B(H) is also complete with respect to the operator
norm. Altogether this means that (B(H); k � k) constitutes a Banach algebra.
We �nally equip B(H) with an involution (the �-operation). For this we

recall that for any operator T in B(H) there exists a unique operator T � in
B(H) such that

hT�; �i = h�; T ��i for all �; � in H.

The operator T � is called the adjoint of T , and the mapping T 7! T � is termed
the adjoint operation on B(H). It is standard to check that it satis�es the
following relations:

(viii) (T �)� = T ,

(ix) (�S + T )� = �S� + T �,

(x) (ST )� = T �S�,

(xi) kT �Tk = kTk2

for any � in C and S; T in B(H). Condition (xi) above is of crucial importance
and it is known as the C�-identity. Together with conditions (vii) and (viii) it
implies for example that the involution is norm-preserving:

kTk2 = kT �Tk � kT �kkTk

for any T in B(H).

Abstract C�-algebras

The properties listed in the previous subsection for B(H) lay the foundation for
the de�nition of an (abstract) C�-algebra.

De�nition 1. Let A be a vector space over C
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(a) Assume that A is further equipped with a multiplication (a; b) 7! ab : A�
A ! A, such that the conditions (iv),(v) and (vi) above are satis�ed (when
the operators S;R; T are replaced by elements from A). We say then that
A forms an algebra over C.

(b) Assume that A is an algebra over C, which is further equipped with a
mapping a 7! a� : A ! A, satisfying conditions (viii),(ix) and (x). We
then say that A is a �-algebra over C.

(c) Assume that A is an algebra over C, which is further equipped with a norm
k � k such that condition (vii) is satis�ed and such that A is complete in
the topology induced by k �k. We say then that A is a Banach-algebra over
C.

(d) A C�-algebra is a �-algebra A, which is also equipped with a norm k �
k satisfying condition (xi) and such that A is complete in the topology
induced by k � k.

The calculation (0.1.1) shows that C�-algebras are special cases of Banach-
algebras. The previous subsection showed that B(H) is a C�-algebra for any
Hilbert-space H over C. Furthermore, any (linear) subspace of B(H), which
is closed under multiplication (i.e. composition of operators), closed under the
adjoint operation and closed in the norm topology will form a C�-algebra.
The C�-algebra B(H) contains a (two-sided) neutral element with respect

to the multiplication, namely the identity operator 1 : H ! H. In general
a C�-algebra A is called unital, if it contains a (two-sided) neutral element
with respect to the multiplication. Such a multiplicative unit is necessarily
unique, and we generally denote it by 1A. An (orthogonal) projection in a C�-
algebra A is an element p of A such that p = p� = p2. When A = B(H) an
orthogonal projection is exactly the projection operator, which maps H onto a
closed subspace of H.

Example 2. The space Cb(R) of continuous bounded functions f : R! C con-
stitutes a �-algebra under point-wise linear operations, multiplication and com-
plex conjugation. Together with the uniform norm

kfku = supfjf(x)j j x 2 Rg; (f 2 Cb(R));

these operations turn Cb(R) into a C�-algebra. Note in particular that the con-
stant function 1 is a multiplicative unit for Cb(R) and that the multiplication on
Cb(R) is commutative (contrary to that of B(H), when dim(H) � 2). We say
that Cb(R) is a commutative unital C�-algebra.
Consider now the subset C0(R), consisting of continuous functions f : R !

C, such that jf(x)j ! 0 as jxj ! 1. It is easily seen that C0(R) is closed under
the linear operations, the multiplication, complex conjugation and the uniform
norm. Thus C0(X) is again a commutative C�-algebra. Note however that
C0(R) does not have a multiplicative neutral element. However, by embedding
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R into its one-point compacti�cation T = fz 2 R j jzj = 1g it is not hard to see
that C0(R) may be identi�ed with the subset

ff 2 C(T) j f(i) = 0g

of the space C(T) of all continuous functions f : T ! C. As for Cb(R) the
point-wise operations together with the uniform norm clearly make C(T) into a
commutative unital C�-algebra. These considerations illustrate the general fact
that a (non-unital) C�-algebra can always be embedded as a sub-algebra (in fact
an ideal) into a unital C�-algebra (see [RLL] for the general result). In this text
we are generally mainly interested in unital C�-algebras.

A (linear) subspace B of a C�-algebra is called a C�-sub-algebra, if it is closed
under the multiplication, closed under the �-operation and closed with respect
to the operator norm. In that case B is clearly a C�-algebra itself. Sub-algebras
and �-subalgebras of algebras and �-algebras are de�ned analogously. If A is
unital, and B contains the multiplicative unit of A, then clearly B is unital as
well. If B does not contain the unit of A, it can either be non-unital, or it could
have a unit of its own. The latter case may also occur if A is non-unital. The
following examples illustrate these situations.

Example 3. (a) Suppose H is a Hilbert-space with dimension greater than 2,
and that p is the orthogonal projection onto a proper subspace H0 of H.
Then pB(H)p is a C�-sub-algebra of B(H) with unit p, which is distinct
from the unit of B(H).

(b) Consider the class

A =
��
f11 f12
f21 f22

� ��� f11; f12; f21; f22 2 C0(R)�
of 2� 2-matrices with entries from C0(R). It is easily seen that A consti-
tutes a C�-algebra under the natural linear operations, multiplication and
�-operation, and under the norm:�f11 f12

f21 f22

� = sup�f11(t) f12(t)
f21(t) f22(t)

��
�1
�2

� ;
where the sup is taken over all t in R and all (�; �2) in R2 such that
�21 + �

2
2 � 1.

It is not hard to verify that A does not have a unit, but it contains the
2 � 2-matrices M2(C) as a unital C�-sub-algebra of A (corresponding to
the cases where f11; f12; f21; f22 are constant functions).

As mentioned above, B(H) and its C�-sub-algebras form the generic ex-
amples of C�-algebras. The fundamental Gelfand-Neumark-Theorem says that
in fact any C�-algebra may be identi�ed with a C�-sub-algebra of B(H) for a
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suitable Hilbert space H. We will outline the proof of this theorem in the fol-
lowing. A key ingredient in the proof is the so-called GNS-construction1 , which
we describe next. We introduce �rst some needed terminology.

� An element a of a C�-algebra A is called positive, if it has the form b�b
for some element b in A. Note that this is in accordance with the notion
of a positive operator in B(H) and with the notion of a positive function
in the C�-algebras considered in Example 2.

� Let A be a unital C�-algebra. A linear functional � : A ! C is called
a state, if �(a) � 0 for any positive element a of A, and if �(1A) = 1
(recall that 1A denotes the multiplicative unit of A). A state on A is
automatically continuous with respect to the norm-topology on A.

� Suppose A and B are �-algebras, and let �: A ! B be a linear mapping.
We say then that � is a �-homomorphism, if �(a�) = �(a)� and �(ab) =
�(a)�(b) for all a; b in A. If � is, in addition, injective or bijective, we
refer to � as a �-monomorphism, respectively a �-isomorphism. If A and
B are both unital, and � maps the unit of A to that of B, we say that �
is unital.

Consider in the following a unital C�-algebra A and a state � : A ! C. The
linearity and positivity of A then ensures that the formula

ha; bi� = �(b�a); (a; b 2 A);

de�nes a non-negative de�nite sesqui-linear form on A. Generally h�; �i� is not
positive de�nite, unless � is faithful. However, if we put

N� = fa 2 A j �(a�a) = 0g;

then N� is a left ideal, which is further closed in the norm topology. Moreover,
h�; �i� gives rise to a positive de�nite sesqui-linear form (i.e. an inner product)
on the quotient linear space A=N� via the formula:

h[a]; [b]i� = ha; bi�; (a; b 2 A); (1)

where e.g. [a] denotes the equivalence class containing a. By H� we denote
the completion of A=N� with respect to the norm k � k� associated to the inner
product given in (1).
Now any element a of A gives rise to a linear operator La on A=N� via the

formula:
La([b]) = [ab]; (b 2 A):

For any b in A we note that

kLa([b])k� = kabk� = �((ab)�(ab)) = �(b�a�ab) � �(ka�akb�b) = ka�ak�(b�b) = kak2kbk�;
1GNS stands for Gelfand, Neumark and Seagal
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where we have used that the operator ka�akb�b � b�a�ab is positive, so that
�(b�a�ab) � �(ka�akb�b). The calculation above shows that La is uniformly
continuous onA=N� and hence it extends by continuity to a continuous operator,
also denoted by La, on H�. The calculation above further shows that

kLak = supfkLa(�)k� j � 2 H�; k�k� � 1g = supfkLa([b])k� j b 2 A; k[b]k� � 1g � kak:

Moreover it is straightforward to check that

Lza+a0 = zLa + La0 ; Laa0 = LaLa0 ; La� = L
�
a; and L1A = 1B(H�)

for any z in C and a; a0 in A. It follows altogether that if we de�ne a mapping
�� : A ! B(H�) by setting

��(a) = La; (a 2 A);

then �� is a unital �-homomorphism of A into B(H�). We note also that ��
has the following key property:

h��(a)[1A]; [1A]i� = hLa[1A]; [1A]i� = h[a]; [1A]i = �(1�Aa) = �(a); (2)

so that � is turned into the vector state h�[1A]; [1A]i via the representation ��.
We shall refer to the triplet (��;H�; [111A]) as the GNS-triplet associated to �.

Theorem 4 (Gelfand-Neumark). Let A be a unital C�-algebra. Then there
exists a Hilbert-space H and a unital injective �-homomorphism �: A ! B(H).

Sketch of proof: Apart from the GNS-construction outlined above, the main
ingredient in the proof is the fact that the class S(A) of states on A separate
the elements of A. To be precise: If a; b 2 A such that �(a) = �(b) for any state
� on A, then a = b. A proof of this fact can be found in [KR97, Theorem 4.3.4].
Now let H be the Hilbert-space ��2S(A)H�, where, for each � in S(A), H�

is the Hilbert-space from the GNS-construction described above. Then we may
de�ne a mapping �: A ! B(H) be setting

�(a) = ��2S(A)��(a); (a 2 A);

where the right hand side is the �diagonal�operator on H with �diagonal ele-
ments���(a), � 2 S(A). Since �� is a �-homomorphism for each � in S(A), it
follows easily that so is �. Moreover, �(a) = 0 2 B(H), if and only if ��(a) = 0
for all � in S(A). In that case it follows from (2) that

�(a) = h��(a)[1A]; [1A]i� = 0

for all � in S(A), and since S(A) separates the elements of A, this implies that
a = 0. Thus � is injective, as desired. �
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Spectral theory

Let d be a positive integer, and let A be an element of the C�-algebra Md(C) of
d � d-matrices with complex entries. Recall that A is called normal, if AA� =
A�A. In that case we recall also that A can diagonalized, i.e. A = U�U�

for some unitary d � d matrix (so that U�U = 1Md(C)), and � is a d � d-
diagonal matrix, whose diagonal elements consist of the eigenvalues �1; : : : ; �d
of A (counted with multiplicity). We denote by spe(A) the spectrum of A, i.e.
the set of eigenvalues of A. Given any function f : spe(A) ! C we then de�ne
the d� d-matrix f(A) by the formula:

f(A) = U

0BBB@
f(�1) 0

f(�2)
. . .

0 f(�d)

1CCCAU�:
Since U�U is the multiplicative unit of Md(C) it follows immediately f(A) that
coincides with the natural de�nition, if f(x) = xp for some p in N0. By linearity
the same observation holds in the case where f is a polynomial. We note also
that the mapping f 7! f(A) is a �-homomorphism from the C�-algebra of all
complex-valued functions on spe(A) into Md(C).
In the following we describe how the considerations above generalize to any

normal element of unital C�-algebra A. For a general element a of A we say
that a is invertible, if it has a multiplicative inverse, i.e. an element b of A such
that ab = ba = 1A. We then de�ne the spectrum spe(a) as

spe(a) = f� 2 C j a� �1A is not invertibleg;

and we note that this de�nition is in accordance with the usual de�nition of the
spectrum of a d� d-matrix (considered above). We list next a few fundamental
facts about the spectrum.

Proposition 5. For an arbitrary element a of a unital C�-algebra A, we have
the following facts:

(i) The spectrum spe(a) is a nonempty, compact subset of f� 2 C j j�j � kakg.

(ii) If p is a polynomial (in one variable), and p(a) is the element of A de�ned
in the intuitive way, then spe(p(a)) = fp(�) j � 2 spe(a)g.

(iii) If a is normal, then kak = supfj�j j � 2 Cg.

(iv) In general spe(a�) = f� j � 2 spe(a)g. In particular spe(a) � R, if a is
selfadjoint.

Proof. (i) For any a in A such that kak < 1, the completeness of A ensures
that the series

P1
n=0 a

n converges in the norm topology to an element b of A.
A direct calculation further shows that (1A � a)b = b(1A � a) = 1, implying
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that 1A � a is invertible. For a general element a of A we may subsequently
conclude that a � �1A = ��(1A � ��1a) is invertible whenever j�j > kak,
which means that spe(a) is contained in the disk f� 2 C j j�j � kakg. Since
the set of invertible elements in A is open in the norm topology and since the
mapping � 7! a � �1A is continuous in that same topology, it follows further
that spe(a) is a closed subset of C. Altogether spe(a) is a compact subset of
f� 2 C j j�j � kakg.
To verify that spe(a) is non-empty, we apply the Hahn-Banach extension

theorem to choose an norm-continuous linear functional � : A ! C, such that
�(a) = kak. We consider then the mapping f : C n spe(a)! C given by

f(z) = (a� z1A)�1; (z 2 C n spe(a)):

For z; w in C n spe(a) we note that

f(z)� f(w)
z � w =

1

z � w (a� z1A)
�1�(a� w1A)� (a� z1A)�(a� w1A)�1 (3)

= (a� z1A)�1(a� w1A)�1 (4)

�! (a� w1A)�1 as z ! w: (5)

It follows that f is holomorphic on C n spe(a). If spe(a) = ;, f would be an
entire function, and furthermore

jf(z)j = j�j�1
���((j��1j1A � a)�1)�� �! 0;

as jzj ! 1, since �((j��1j1A � a)�1) ! �(a�1) as jzj ! 1. This contradicts
Liouville�s Theorem, and hence spe(a) cannot be empty.
(iv) Note �rst that if an element b of A is invertible, then so is b�, and

(b�)�1 = (b�1)�. Indeed, b�(b�1)� = (b�1b)� = 1�A = 1A, and similarly
(b�1)�b� = 1A. From this observation it follows immediately for any com-
plex number � that � 2 Cn spe(a), if and only if � 2 Cn spe(a�). In other words
spe(a�) = f� j � 2 spe(a)g. If a = a�, it follows in particular that spe(a) � R.

�

Theorem 6. Let A be a unital C�-algebra, let a be a selfadjoint element of a,
and consider the C�-algebra C(spe(a)) of continuous, complex-valued functions
on spe(a).
Then there exists a unique �-homomorphism �a : C(spe(a)) ! A with the

following properties:

(i) �a(p) = p(a) (de�ned in the intuitive way) for any polynomial p (in one
variable). In particular �(1) = 1A and �a(id) = a, where 1 denotes the
constant polynomium 1, and id denotes the identity function.

(ii) k�a(f)k = supfjf(�)j j � 2 spe(a)g for any function f from C(spe(a)). In
other words �a is an isometry from C(spe(a)) into A.
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(iii) �a(f) is a normal element of A for any f in C(spe(a)).

(iv) If b 2 A such that ab = ba, then also �(f)b = b�(f) for any function f
in C(spe(a)).

The operator �a(f) described in Theorem 6 is often denoted f(a).

Proof of Theorem 6: Assigning the intuitive meaning to p(a) for any polyno-
mial p (in one variable), the mapping �0 : p 7! p(a) is clearly a �-homomorphism
from the �-algebra of polynomials into A. In particular this entails that p(a) is
a normal element of A for any polynomial p, and hence Proposition 5(ii)-(iii)
imply that

kp(a)k = supfj�j j � 2 spe(p(a))g = supfjp(�)j j � 2 spe(a)g = kpk; (6)

where the last norm is that of p considered as an element of the C�-algebra
C(spe(a)).
By Proposition 5(i)-(iv), spe(a) is a non-empty compact subset of R, and

hence The Weierstrass Approximation Theorem implies that the �-algebra of
polynomials is dense in C(spe(a)). From this, (6) and the completeness of A,
it follows by a standard argument (extension by continuity) that �0 may be
extended to a mapping �a : C(spe(a))! A, which, automatically satis�es that

k�a(f)k = kfk; �a(�f+g) = ��a(f)+�a(g); �a(fg) = �a(f)�a(g); �a(f) = �a(f)�

for any f; g in C(spe(a)) and � in C. In other words �a is an isometric �-
homomorphism, so that (i) and (ii) are satis�ed.
Since p(a) is normal for any polynomial p, and since the norm limit of a

sequence of normal elements in A is clearly normal as well, it follows that �a(f)
is normal for any f in C(spe(a)). Similarly, if b 2 A such that ab = ba, then
clearly p(a)b = bp(a) for any polynomial p, and hence by approximating �a(f)
by elements of the form p(a), it follows that also b�a(f) = �a(f)b for any f in
C(spe(a)). This veri�es (iii) and (iv) and completes the proof. �

Corollary 7. Let A be a unital C�-algebra, and let � be a state on A. Let further
a be a selfadjoint element of A. Then there exists a unique Borel-probability
measure �a on spe(a), such thatZ

spe(a)
f(t)�a(dt) = �(f(a)); for any function f in C(spe(a)).

Here f(a) = �a(f) in the notation of Theorem 6.

Proof. By the properties of the mapping �a : a 7! f(a) described in Theorem 6,
it follows that the formula

�(f) = �(f(a)); (f 2 C(spe(a));
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de�nes a positive, linear functional on C(spe(a)). Hence, by the Riesz repres-
entation theorem (see e.g. [Ru]), there exists a Borel-measure on spe(a), such
that Z

spe(a)
f(t)�a(dt) = �(f) = �(f(a));

for any function f in C(spe(a)). This condition clearly implies that � is a
probability measure (since �(1A) = 1), and it determines �a uniquely as a
Borel-measure on spe(a). �

De�nition 8. Let A be a unital C�-algebra.

(a) For any state � on A, we say that the pair (A; �) constitutes a C�-
probability space.

(b) If (A; �) is a C�-probability space, and a is a selfadjoint element of A, then
the measure �a described in Corollary 7 is called the spectral distribution
of a with respect to �.

In the remaining part of this subsection our objective is to extend Theorem 6
from selfadjoint elements to general normal elements of a unital C�-algebra. To
achieve this, one generally passes via a version of Gelfand�s Theorem, which we
describe next.
Suppose A is a unital C�-algebra. A non-zero linear functional � : A ! C

is called a character of A, if it is multiplicative, i.e. if �(ab) = �(a)�(b) for any
a; b in A. The set of characters of A is denoted by � = �(A).

Proposition 9. Let A be a unital C�-algebra.

(i) There is a one-to-one correspondence between the character set � of A
and the set CJ of maximal ideals of A given by

! 7! fa 2 A j !(a) = 0g; (! 2 �):

In particular � is non-empty.

(ii) The character set � is compact in the weak topology induced by the family
of linear functionals fâ j a 2 Ag given by

â(!) = !(a); (! 2 �; a 2 A):

(iii) For any element a of A, we have that

spe(a) = f!(a) j ! 2 �g:

Theorem 10 (Gelfand). Let A be a unital and commutative C�-algebra, and
let C(�) denote the set of complex valued functions on � which are continuous
in the topology described in Proposition 9(ii).
Then the mapping

�: a 7! â : A ! C(�)

is a �-isomorphism of A onto C(�).
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The mapping �: A ! C(�) described in Theorem 10 is called the Gelfand
transform. Gelfand�s theorem shows in particular that any unital commutative
C�-algebra may identi�ed with the continuous complex-valued functions on a
compact Hausdor¤ space, and thus the theory of commutative C�-algebras may
be seen as a sub-discipline of classical topology. As a consequence, the theory
of general (non-commutative) C�-algebras is sometimes referred to as �non-
commutative topology�.

Proof of Theorem 10 It is clear that � is a linear mapping, and for a; b in
A, and ! in � we note further that

[�(ab)](!) = !(ab) = !(a)!(b) = [�(a)�(b)](!);

verifying that � preserves multiplication as well.
To see that � also preserves the adjoint operation, we note �rst that if a = a�,

then it follows from Proposition 5(iv) and Proposition 9(iii) that !(a) 2 R for
all ! in �. For a general element a of A, we may write a as a = a0+ i a00, where
a0 = 1

2 (a + a
�) and a00 = 1

2 i (a � a
�), which are both selfadjoint elements of A.

For any ! in �, we may thus conclude that

[�(a�)](!) = !(a�) = !(a0�i a00) = !(a)�i!(a00) = !(a) + i!(a00) = !(a) = [�(a)](!)

as desired.
We note next that � is an isometry. Indeed, for any a in A it follows from

Proposition 9(iii) and Proposition 5(iii) that

k�(a)k2 = k�(a)�(a)k = kjâj2k = supfjâ(!)j2 j ! 2 �g = supf!(a)!(a) j ! 2 �g

= supf!(a�a) j ! 2 �g = supfj�j j � 2 spe(a�a)g = ka�ak2 = kak2:

In particular � is injective, and it remains to show that it is surjective as well.
We note �rst that the range �(A) = fâ j a 2 Ag is clearly a �-subalgebra of
C(�), which separates the points of �: If !; !0 2 � such that â(!) = â(!0)
for all a in A, then clearly ! = !0. Note �nally that �(A) does not vanish
identically at any point of �, since 1̂A(!) = !(1A) 2 spe(1A) = f1g for any
! in � according to Proposition 9(iii). The considerations above together with
the Stone-Weierstrass Theorem imply that �(A) is dense in C(�). At the same
time the completeness of A and the fact that � is an isometry imply that �(A)
is complete and hence closed in C(�). Therefore �(A) = C(�) as desired, and
this completes the proof. �

Theorem 11. Let A be a unital C�-algebra, and let a be a normal element of
A. Let further A0 denote the smallest subalgebra of A containing a and 1A.
Then there exists a unique �-isomomorphism �a : C(spe(a)) ! A0 from

C(spe(a)) onto A0, such that �a(id) = a and �a(1) = 1A, where id is the
identity function on spe(a) and 1 denotes the constant function 1 on spe(a).
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Proof. Note �rst that A0 is the norm closure of the linear span of 1A and
all elements of the form ap1(a�)q1ap2(a�)q2 � � � apn(a�)qn , where n 2 N, and
p1; q1; : : : ; pn; qn 2 f0; 1; 2; : : :g. Since a is normal, we note further that A0 is
abelian, and hence Gelfand�s theorem asserts the existence of a �-isomorphism
� from A0 onto C(�0), where �0 denotes the character set of A0. Using
Proposition 6 one may verify that the spectrum of a considered as an element
of A0 is the same as that of a considered as an element of A (denoted spe(a) in
the theorem). Hence Proposition 9(iii) shows that spe(a) = f!(a) j ! 2 �0g.
We note further that a character ! on A0 is uniquely determined by the number
!(a), since this number determines the values of ! on the norm dense subspace of
A0 described above. Thus, in this setting, the mapping ! 7! !(a) is a bijection
between�0 and spe(a), which is clearly continuous and hence a homeomorphism
(since �0 and spe(a) are compact). From these considerations it follows that
we may de�ne a �-isomorphism 	: C(spe(a))! C(�0) by setting

[	(f)](!) = f(!(a)); (! 2 �0; f 2 C(spe(a))):

We may subsequently de�ne a �-isomorphism �a : C(spe(a)) ! A0 by setting
�a = �

�1 �	. It follows then that

�a(1) = �
�1(1) = 1A:

Note further that 	(id) is the function ! 7! !(a) on �0, also known as â.
Therefore

�a(id) = �
�1(â) = a:

To see, �nally, that �a is unique, we note that a �-isomorphism on C(spe(a))
is uniquely determined by its values on id and 1, since the polynomials in 1; id
and id are dense in C(spe(a)) according to the Stone-Weierstrass Theorem, and
since �-isomorphisms are automatically norm-continuous. This completes the
proof. �

0.1.2 von Neumann algebras and W �-probability spaces

The strong and weak operator topologies

Throughout this subsection we consider a �xed Hilbert space H. In the previ-
ous subsections we have considered the �-algebra B(H) of bounded operators
equipped with the (operator-) norm topology. There are an abundance of other
natural (weaker) topologies on B(H), which all play a signi�cant role in the
theory of operator algebras. When H is �nite dimensional these generally coin-
cide with the norm topology. In the present context we shall restrict ourselves
to considering the two perhaps most basic topologies on B(H) (apart from the
norm topology).

The strong operator topology: Any element x of H, gives rise to a semi-
norm Nx on B(H) de�ned by

Nx(T ) = kTxk; (T 2 B(H)):
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The strong operator topology is the topology on B(H) induced by the family
fNx j x 2 Hg. Speci�cally, for any T in B(H), x in H and � in (0;1) we put

U(T; x; �) := fS 2 B(H) j Nx(S � T ) < �g = fS 2 B(H) j kSx� Txk < �g: (7)

Then for any �xed T in B(H) a neighborhood basis at T in the strong operator
topology is given bynTN

j=1U(T; xj ; �)
��� N 2 N; x1; : : : ; xN 2 H; � > 0

o
:

Given a net (Tl)l2� in B(H) and another operator T in B(H), it follows that
Tl ! T in the strong operator (written Tl

so! T ), if and only if kTlx� Txk ! 0
for any �xed vector x in H.
Obviously the seminorms Nx, x 2 H, separate the elements of B(H) in the

sense that Nx(T �S) = 0 for all x in H, if and only if T = S. As a consequence,
the strong operator topology is in particular a Hausdor¤ topology. Note also
that the vector space operations are continuous in the strong operator topology.
IfH is in�nite dimensional, the multiplication on B(H) (considered as a mapping
of B(H) � B(H) into B(H)) is not continuous in the strong operator topology.
Multiplication is strong operator continuous, however, if one of the arguments
(factors) is �xed, or if the left factor is restricted to a bounded subset of B(H).
When H is in�nite dimensional, the adjoint operation is not continuous in the
strong operator topology.

The weak operator topology: Any two vectors x; y in H give rise to a
bounded linear functional !x;y : B(H)! C by the expression:

!x;y(T ) = hTx; yi; (T 2 B(H)):

The weak operator topology is the weak topology on B(H) induced by the family
f!x;y j x; y 2 Hg. For T in B(H), x; y in H and � in (0;1) we put

V (T; x; y; �) = fS 2 B(H) j j!x;y(S � T )j < �g

= fS 2 B(H) j jhSx; yi � hTx; yij < �g:
(8)

Then a neighborhood basis at T for the weak operator topology is given bynTN
j=1V (T; xj ; yj ; �)

��� N 2 N; x1; y1 : : : ; xN ; yN 2 H; � > 0
o
:

Given a net (Tl)l2� in B(H) and another operator T in B(H), it follows that Tl !
T in the weak operator (written Tl

wo! T ), if and only if hTlx; yi ! hTx; yi in C
for any x; y in H. From this it follows immediately that the adjoint operation is
continuous in the weak operator topology, and in particular this demonstrates
that the weak operator topology and the strong operator topology are distinct,
when H is in�nite dimensional. Multiplication is continuous with respect to
the weak operator topology, if one of the arguments (factors) is �xed, but not
jointly continuous in both arguments (when H is in�nite dimensional).
If hTx; yi = 0 for all x; y in H, then Tx = 0 for all x in H, i.e. T = 0. Thus

the weak operator topology is a Hausdor¤ topology.
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Proposition 12. Let H be a Hilbert space, and consider the strong operator
and weak operator topologies on B(H).

(i) The norm topology is stronger than the the strong operator topology which
in turn is stronger than the weak operator topology. The three topologies
are distinct, unless H is �nite dimensional.

(ii) For any convex subset C of B(H) the strong operator closure C�so and the
weak operator closure C�wo coincide.

(iii) The closed unit ball fT 2 B(H) j kTk � 1g in B(H) is compact in the
weak operator topology.

Proof. To prove (i), suppose V is a subset of B(H), which is open in the weak
operator topology, and let T be an element of V . Then there exist N in N,
x1; y1; : : : ; xN ; yn in H and � in (0;1) such that (with notation from (8)) T 2TN
j=1V (T; xj ; yj ; �) � V . Choosing a positive � such that �kyjk � � for all j

in f1; : : : ; Ng, it follows then from the Cauchy-Schwarz inequality that (with
notation from (7))

T 2
TN
j=1U(T; xj ; �) �

TN
j=1V (T; xj ; yj ; �) � V;

which veri�es that V is open in the strong operator toplogy as well. Next, if 
is chosen in (0;1) so small that kxjk � � for all j in f1; : : : ; Ng, then we have
the inclusion

fS 2 B(H) j kS � Tk < g �
TN
j=1U(T; xj ; �);

which similarly implies that the norm topology is stronger than the strong op-
erator topology.
If H is in�nite dimensional, then the strong operator and weak operator

topologies are distinct, since, as mentioned previously, the adjoint operation
is continuous in the latter topology but not in the former. Since the adjoint
operation is norm-continuous and the norm topology is (obviously) stronger
than the strong operator topology, it follows further that all three topologies
are distinct. This completes the proof of (i).
For the proofs of (ii) and (iii) we refer to Theorems 5.1.3 and 5.1.4 in [KR97].
�

De�nition 13. Let A be a Hilbert space, and let A be a �-subalgebra of B(H),
which contains the unit of B(H). We say then that A is a von Neumann algebra,
if A is closed in the weak operator topology.

It follows from Proposition 12(i) that a von Neumann algebra is also closed
in the norm topology (and is hence a C�-algebra) and in the strong operator
topology. Conversely, any �-subalgebra of B(H), which contains the unit of
B(H) and is closed in the strong operator topology is in fact a von Neumann
algebra according to Proposition 12(ii).
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Example 14. Let (
;F ; �) be a �nite measure space, and consider the associ-
ated Hilbert space L2(�). We shall argue in the following that L1(�) may be
considered as a von Neumann algebra acting on this Hilbert space.
Note �rst that every f in L1(�) may be identi�ed with an operator Mf in

B(L2(�)) de�ned as follows:

Mfg = fg; (g 2 L2(�)):

More precisely our aim then is to show that

A := fMf j f 2 L1(�)g

is a von Neumann algebra acting on L2(�). Clearly A is a �-sub-algebra of
B(H), and the problem is, henceforth, to show that A is closed in the strong
operator topology. Consider thus a net (f`) of functions in L1(�), such that
Mf`

so! T for some operator T in B(H). Since 1
 2 L2(�), it follows then in
particular that

f` =Mf`1
 �! T1
 in L2(�):

Putting f := T1
 2 L2(�), we want to show that f 2 L1(�), and that T =Mf .
For g in L1(�) � L2(�) we �rst note that

Tg = lim
`
Mf`g = lim

`
f`g = lim

`
Mgf` =Mgf = gf; (9)

since f` ! f in L2(�). We then put

kfk1 = ess sup(f) = inffK � 0 j jf j � K �-n.o.g:

Assume for a moment that kfk1 > 0. For arbitrary a in [0; kfk1) we may
then consider the function:

ga = (�(fjf j > ag)�1=21fjf j>ag 2 L1(�) � L2(�):

Since kgak2 = 1, it follows from (9) that

kTk2 � kTgak22 = kfgak22 =
Z



jfgaj2 d� = (�(fjf j > ag)�1
Z



jf j21fjf j>ag d�

� (�(fjf j > ag)�1
Z



a21fjf j>ag d� = a
2:

Since a was chosen arbitrarily in [0; kfk1), it follows that kfk1 � kTk, and in
particular f 2 L1(�). Obviously these conclusions remain valid if kfk1 = 0.
The calculation (9) shows subsequently that

Tg =Mfg; for all g in L1(�):

Since L1(�) is dense in L2(�), and since T and Mf are both bounded, we may
thus conclude that Mf = T , as desired.
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Remark 15. As emphasized before, Gelfand�s theorem (Theorem 10) shows in
particular that any commutative C�-algebra my be identi�ed with C(�) for some
compact Hausdor¤ space �. The example above shows that any �nite measure
space gives rise to the commutative von Neumann algebra L1(�) (considered as
a set of multiplication operators), and in fact one may show that any commutat-
ive von Neumann algebra acting on a separable Hilbert space is �-isomorphic to
L1(�) for some �nite measure space (
;F ; �) (see e.g. [Zhu, Theorem 22.6]).
For that reason the theory of general (non-commutative) von Neumann algebras
is sometimes referred to as �non-commutative measure theory�. The passage
from C(�) to L1(�) gives a usefull intuitive idea of the di¤erence between C�-
algebras and von Neumann algebras. More speci�cally, any measurable subset
A of 
, such that 0 < �(A) < �(
), gives rise to the non-trivial projection
1A in L1(�), and so L1(�) generally contains an abundance of projections.
By contrast, a C�-algebra may very well contain no non-trivial projections; for
example C0(R) (cf. Example 2).

We end this section by presenting two of the most fundamental theorems
on von Neumann algebras: von Neumann�s double commutant theorem and
Kaplansky�s density theorem. For proofs of these results we refer to [KR97,
Section 5.3]. In order to state the double commutant theorem, we introduce for
any subset M of B(H) its commutant M 0 de�ned by

M 0 = fS 2 B(H) j ST = TS for all T in Mg:

Note in particular that M is always contained in its own double commutant:
M � (M 0)0.

Theorem 16 (Double Commutant Theorem). Let H be a Hibert space, and let
A be a �-subalgebra of B(H), which contains the unit of B(H).
Then the closures of A in the weak operator and strong operator topologies

both coincide with the double commutant of A:

A�wo = A�so = (A0)0:

In particular Theorem 16 implies that a �-subalgebra of B(H), containing
the unit of B(H), is a von Neumann algebra, if and only if it equals its own
double commutant. Moreoever, for any (non-empty) subset M of B(H), which
is closed under the adjoint operation, the smallest von Neumann algebra in
B(H) containing M is the double commutant (M 0)0. Indeed, it is easy to check
directly from the de�nition thatM 0 is a von Neumann algebra, and hence (M 0)0

is a von Neumann algebra as well, which obviously contains M . And if A is any
von Neumann algebra in B(H) containing M , we have that A0 �M 0 and hence
(M 0)0 � (A0)0 = A�wo = A.

Theorem 17 (Kaplansky�s Densisty Theorem). Let H be a Hilbert space, and
let A be a �-subalgebra of B(H). Then the closed unit ball of A�so coincides
with the strong operator closure of the closed unit ball of A:

fT 2 A�so j kTk � 1g = fT 2 A j kTk � 1g�so:
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In view of Proposition 12(ii) Kaplansky�s density theorem holds, verbatim, if
the appearing closures in the strong operator topology are replaced by closures
in the weak operator topology.

Spectral theory for unbounded operators

Let H be a Hilbert space, let A be a C�-subalgebra of B(H), and let A be a
state on A. In Corollary 7 we saw that any selfadjoint operator T in A gives rise
to a Borel-probability measure �T (the spectral distribution of T ) concentrated
on the spectrum spe(T ). In particular �T is compactly supported. Conversely,
given any compactly supported Borel-probability measure � on R, we may equip
the C�-algebra C(supp(�)) with the state � given by

�(f) =

Z
supp(�)

f(x)�(dx); (f 2 C(supp(�)):

Then � may be identi�ed as the spectral distribution of the function id(x) = x
with respect to �. In order to express in operator terms e.g. the additive free
addtitive convolution of arbitrary (not necessarilly compactly supported) prob-
ability measures, it is necessary to have the ability to interpret an arbitrary
probability measure � on R as the spectral distribution of some selfadjoint Hil-
bert space operator T . From the foregoing discussion, T cannot be bounded, if
� has unbounded support, and hence we are forced to consider unbounded oper-
ators in H, by which we mean arbitrary linear mappings T : D(T )! H de�ned
on some subspace D(T ) (the domain of T ) of H. For such linear mappings T
and S we say that

� T is densely de�ned, if D(T ) is dense in H,

� T is closed, if the graph G(T ) = f(h; Th) j h 2 D(T )g of T is a closed
subspace of H�H,

� a is preclosed, if the norm closure G(a) is the graph of a (uniquely determ-
ined) operator, denoted [a], in H,

� a is a¢ liated with A, if au = ua for any unitary operator u in the com-
mutant A0,

� T is contained in S, written T � S, if G(T ) � G(S).

For a densely de�ned operator T in H, the adjoint operator T � has domain

D(T �) =
n
� 2 H

��� supfjhT�; �ij j � 2 D(T ); k�k � 1g <1o;
and is determined by the condition

hT�; �i = h�; T ��i; (� 2 D(T ); � 2 D(T �)):

We say that T is selfadjoint if T = T � (in particular this requires that D(T �) =
D(T )).
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In order to introduce spectral distributions of unbounded selfadjoint operat-
ors, we need an analog of Theorem 6 for unbounded operators. To obtain this
we �rst introduce resolutions of the identity.

De�nition 18 (Resolutions of the identity). Let (
;F) be a measurable space,
and let H be a Hilbert space. An (F-)resolution of the identity (in B(H)) is a
mapping E : F ! B(H) with the following properties:

(R1) E(;) = 0, and E(
) = 1B(H).

(R2) For any set M from F the operator E(M) is an orthogonal projection in
B(H).

(R3) E(M \M 0) = E(M)E(M 0) for any sets M;M 0 from F .

(R4) For any x in H the set-function Ex : F ! [0; kxk2] de�ned by

Ex(M) = hE(M)x; xi; (M 2 F)

is a measure on (
;F).

Note that condition (R4) De�nition 18 further ensures that the formula

Ex;y(M) = hE(M)x; yi =
1

4

3X
k=0

ikhE(M)(x+ik y); x+ik yi = 1

4

3X
k=0

ik Ex+ik y(M); (M 2 F);

de�nes a complex measure on (
;F). The conditions (R1)-(R4) additionally
imply that an F-resolution E of the identity has the following properties:

(R5) E(M [M 0) = E(M) + E(M 0), when M;M 0 2 F and M \M 0 = ;.

(R6) If M;M 0 are sets from F such that M �M 0, then E(M) � E(M 0) in the
sense that

hE(M)x; xi � hE(M 0)x; xi; for all x in H.

In particular E(M) = 0, if M �M 0 and E(M 0) = 0.

(R7) If (Mn) � F such that E(Mn) = 0 for all n, then also E(
S
n2NMn) = 0.

(R8) If (Mn) is a sequence of disjoint sets from F , then

E
�S

n2NEn
�
= lim

N!1

NX
n=1

E(Mn) =:
1X
n=1

E(Mn);

where the limit is in the strong operator topology on B(H).

For any measurable function f : 
! C we put (cf. property (R4))

Df = fx 2 H j f 2 L2(Ex)g =
�
x 2 H

�� R


jf j2 dEx <1

	
:

It turns out that Df is always a dense susbspace of H. This is (implicitly)
part of the following theorem, which shows how one may develop an integration
theory with respect to a resolution of the identity.
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Theorem 19. Let (
;F) be a measurable space, let H be a Hilbert space, and
let E be an F-resolution of the identity. For any measurable function f : 
! C
there exists a (generally unbounded) densely de�ned operator 	(f) in H with
the following properties:

(i) The domain D(	(f)) of 	(f) equals Df .

(ii) For any x in Df it holds that

h	(f)x; yi =
Z



f dEx;y for all y in H:

(iii) 	(f)� = 	(f); and 	(f)�	(f) = 	(jf j2) = 	(f)	(f)�.

(iv) If g : 
! C is another measurable function, it holds that

	(f)	(g) � 	(fg); and D(	(f)	(g)) = Dg \ Dfg:

The operator 	(f) described in Theorem 19 is often denoted by
R


f dE orR



f(!)E(d!). For the proof of the theorem we refer to [Ru91, Theorem 13.24].

To illustrate a key aspect of the proof we restrict ourselves to considering a non-
negative, bounded measurable function f . In this case it holds in particular that
Df = H. One may then observe that the formula

B(x; y) =

Z



f dEx;y (x; y 2 H);

de�nes a bounded sesquilinear form on H. It is well-known (see e.g. [Ru91,
Theorem 12.8]) that any such sesquilinear form is given in the form (x; y) 7!
hTx; yi, where T is a uniquely determined operator in B(H). We can then
de�ne 	(f) = T in the considered situation. The remaining part of the proof
essentially amounts to approximation arguments.
A (possibly unbounded) operator T in a Hilbert space H is called invertible,

if there exists an operator S in B(H), such that

ST � TS = 1B:

In particular this condition entails that T be injective. The spectrum spe(T ) of
T is subsequently de�ned as

spe(T ) = f� 2 C j T � �I is not invertibleg:

The analog of Theorem 6 for unbounded operators may now be stated as follows:

Theorem 20. Let T be a selfadjoint (possibly unbounded) operator in a Hilbert
space H. Then there exists a unique resolution ET of the identity de�ned on
the measure space (spe(T );B(spe(T ))) such thatZ

spe(T )
t ET (dt) = T;
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or equivalentlyZ
spe(T )

t ETx;y(dt) = hTx; yi for all x in D(T ) and y in H:

For the proof of Theorem 20 we refer to [Ru91, Theorem 13.30]. For a
selfadjoint operator T in H, it follows from Theorem 19 that the mapping

	T (f) =

Z
spe(T )

f(t)ET (dt); (10)

de�ned for all Borel-functions f , has properties similar to those of the mapping
�T , described in Theorem 6, when T is an operator in B(H). In this case,
the mapping 	T extends �T from continuous functions to general Borel func-
tions. One often writes f(T ) instead of 	T (f). If f is a bounded function, it
follows from Theorem 19(ii) that f(T ) 2 B(H). One may further verify that
T is a¢ liated with A, if and only if f(T ) 2 A for any bounded Borel-function
f : spe(T )! C.

De�nition 21. Let A be a von Neumann algebra acting on a Hilbert space H.

(a) A state � : A ! C is called normal, if the restriction of � to the closed unit
ball fT 2 A j kTk � 1g of A is continuous in the trace topology induced
by the weak operator topology on B(H).

(b) A state � : A ! C is called a trace or a tracial state, if it satis�es that
�(ab) = �(ba) for all elements a; b of A.

(c) For any normal, faithful trace � : A ! C, the pair (A; �) is called a W �-
probability space

Proposition 22. Let (A; �) be aW �-probability space, and let T be a selfadjoint
operator in H a¢ liated with A. Then there exists a unique probability measure
�T on (spe(T );B(spe(T ))) such that

�(	T (f)) = �
�Z

spe(T )
f dET

�
=

Z
spe(T )

f d�T (11)

for any bounded Borel function f : spe(T )! C.

Proof. For any Borel subset M of spe(T ), we put

�T (M) = �(E
T (M));

where ET is the resolution of the identity described in Theorem 20. If (Mn)
is a sequence of disjoint Borel-subsets of spe(T ), it follows from (R8) that
ET (

S
n2NMn) =

P1
n=1E

T (Mn), where the series converges in the strong and
hence in the weak operator topology. Since � is normal, this implies that

�T

�S
n2NMn

�
=

1X
n=1

�T (Mn);
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so that �T is a Borel measure on spe(T ).
The formula (11) subsequently follows immediately, if f is a simple function

(i.e. a �nite linear combination of indicator functions for Borel sets). For a
general bounded Borel function f : spe(T ) ! C, we choose a sequence (fn) of
simple functions such that fn ! f pointwise as n!1, and such that jfnj � jf j
for all n. By linearity we may assume that jf j � 1. Then by Theorem 19(ii) and
dominated convergence it follows that 	T (fn) ! 	T (f) in the weak operator
topology, and since � is normal, we may thus conclude thatZ

spe(T )
f d�T = lim

n!1

Z
spe(T )

fn d�T = lim
n!1

�(	T (fn)) = �(	T (f));

which completes the proof. �
The probability measure �T described in Proposition 22 is called the spectral

distribution of T with respect to � . Conversely, any Borel probability measure
� on R may be considered as the spectral distribution of some unbounded sel-
fadjoint operator (as claimed previously). Indeed, given � we may consider the
von Neumann algebra L1(�) acting on the Hilbert space L2(�) as described in
Example 14. Consider further the operator T in L2(�) de�ned by

[Tf ](t) = tf(t); (t 2 R);
with domain consisting of those functions f in L2(�) for which the function
t 7! tf(t) is again in L2(�). Then T is selfadjoint and spe(T ) = supp(�). For
any bounded Borel function f : R! C, 	T (f) is the operator Mf described in
Example 14, so in particular T is a¢ liated with L1(�). If we de�ne

�(f) =

Z
R
f d�; (f 2 L1(�));

then � is a normal trace on L1(�), and �(	T (f)) =
R
R f d� for any bounded

Borel function f on R. Hence � is the spectral distribution of T , as desired.

The �-algebra of operators a¢ liated with a von Neumann algebra

In the following we consider throughout a von Neumann algebra A acting on a
Hilbert space H. By A we denote the set of closed, densely de�ned operators in
H, which are a¢ liated with A. In general, dealing with unbounded operators
is somewhat unpleasant, compared to the bounded case, since one needs con-
stantly to take the domains into account. However, the following two important
propositions allow us to deal with operators in A in a quite relaxed manner.

Proposition 23 (cf. [Ne74]). Let (A; �) be a W �-probability space. If a; b 2 A,
then a+ b and ab are densely de�ned, preclosed operators a¢ liated with A, and
their closures [a+ b] and [ab] belong to A. Furthermore, a� 2 A.

By virtue of the proposition above, the adjoint operation may be restricted
to an involution on A, and we may de�ne operations, the strong sum and the
strong product, on A, as follows:

(a; b) 7! [a+ b]; and (a; b) 7! [ab]; (a; b 2 A):
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Proposition 24 (cf. [Ne74]). Let (A; �) be a W �-probability space. Equipped
with the adjoint operation and the strong sum and product, A is a �-algebra.

The e¤ect of the above proposition is, that w.r.t. the adjoint operation and
the strong sum and product, we can manipulate with operators in A, without
worrying about domains etc. So, for example, we have rules like

[[a+ b]c] = [[ac] + [bc]]; [a+ b]� = [a� + b�]; [ab]� = [b�a�];

for operators a; b; c in A. Note, in particular, that the strong sum of two selfad-
joint operators in A is again a selfadjoint operator. In the following, we shall
omit the brackets in the notation for the strong sum and product, and it will
be understood that all sums and products are formed in the strong sense.

Remark 25. If a1; a2 : : : ; ar are selfadjoint operators in A, we say that a1; a2; : : : ; ar
are freely independent if, for any bounded Borel functions f1; f2; : : : ; fr : R! R,
the bounded operators f1(a1); f2(a2); : : : ; fr(ar) in A are freely independent.
Given any two probability measures �1 and �2 on R, it follows from a free product
construction (see [VoDyNi92]), that one can always �nd a W �-probability space
(A; �) and selfadjoint operators a and b a¢ liated with A, such that �1 = Lfag
and �2 = Lfbg. As noted above, for such operators a+ b is again a selfadjoint
operator in A, and, as was proved in [BeVo93, Theorem 4.6], the (spectral) dis-
tribution Lfa + bg depends only on �1 and �2. We may thus de�ne the free
additive convolution �1 � �2 of �1 and �2 to be Lfa+ bg.

Next, we shall equip A with a topology; the so called measure topology,
which was introduced by Segal in [Se53] and later studied by Nelson in [Ne74].
For any positive numbers �; �, we denote by N(�; �) the set of operators a in A,
for which there exists an orthogonal projection p in A, satisfying that

p(H) � D(a); kapk � � and �(p) � 1� �: (12)

De�nition 26. Let (A; �) be a W �-probability space. The measure topology on
A is the vector space topology on A for which the sets N(�; �), �; � > 0, form a
neighbourhood basis for 0.

It is clear from the de�nition of the sets N(�; �) that the measure topology
satis�es the �rst axiom of countability. In particular, all convergence statements
can be expressed in terms of sequences rather than nets.

Proposition 27 (cf. [Ne74]). Let (A; �) be a W �-probability space and consider
the �-algebra A. We then have

(i) Scalar-multiplication, the adjoint operation and strong sum and product
are all continuous operations w.r.t. the measure topology. Thus, A is a
topological �-algebra w.r.t. the measure topology.

(ii) The measure topology on A is a complete Hausdor¤ topology.
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We shall note, next, that the measure topology on A is, in fact, the topology
for convergence in probability. Recall �rst, that for a closed, densely de�ned
operator a in H, we put jaj = (a�a)1=2. In particular, if a 2 A, then jaj is a
selfadjoint operator in A (see [KR97, Theorem 6.1.11]), and we may consider
the probability measure Lfjajg on R.

De�nition 28. Let (A; �) be a W �-probability space and let a and an, n 2 N,
be operators in A. We say then that an ! a in probability, as n ! 1, if
jan � aj ! 0 in distribution, i.e. if Lfjan � ajg ! �0 weakly.

If a and an, n 2 N, are selfadjoint operators inA, then, as noted above, an�a
is selfadjoint for each n, and Lfjan�ajg is the transformation of Lfan�ag by the
mapping t 7! jtj, t 2 R. In this case, it follows thus that an ! a in probability,
if and only if an � a ! 0 in distribution, i.e. if and only if Lfan � ag ! �0
weakly.
From the de�nition of Lfjan � ajg, it follows immediately that we have the

following characterization of convergence in probability:

Lemma 29. Let (A; �) be a W �-probability space and let a and an, n 2 N, be
operators in A. Then an ! a in probability, if and only if

8� > 0: �
�
1]�;1[(jan � aj)

�
! 0; as n!1:

Proposition 30 (cf. [Te81]). Let (A; �) be a W �-probability space. Then for
any positive numbers �; �, we have

N(�; �) =
�
a 2 A

�� ��1]�;1[(jaj)
�
� �

	
; (13)

where N(�; �) is de�ned via (12). In particular, a sequence an in A converges, in
the measure topology, to an operator a in A, if and only if an ! a in probability.

Proof. The last statement of the proposition follows immediately from formula
(13) and Lemma 29. To prove (13), note �rst that by considering the polar
decomposition of an operator a in A (cf. [KR97, Theorem 6.1.11]), it follows
that N(�; �) = fa 2 A j jaj 2 N(�; �)g. From this, the inclusion � in (13)
follows easily. Regarding the reverse inclusion, suppose a 2 N(�; �), and let p
be a projection in A, such that (12) is satis�ed with a replaced by jaj. Then,
using spectral theory, it can be shown that the ranges of the projections p and
1]�;1[(jaj) only have 0 in common. This implies that � [1]�;1[(jaj)] � �(111�p) � �.
We refer to [Te81] for further details. �
Finally, we shall need the fact that convergence in probability implies con-

vergence in distribution, also in the non-commutative setting. The key point in
the proof given below is that weak convergence can be expressed in terms of the
Cauchy transform (cf. [Ma92, Theorem 2.5]).

Proposition 31. Let (an) be a sequence of selfadjoint operators a¢ liated with
a W �-probability space (A; �), and assume that an converges in probability, as
n ! 1, to a selfadjoint operator a a¢ liated with (A; �). Then an ! a in
distribution too, i.e. Lfang

w! Lfag, as n!1.
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Proof. Let x; y be real numbers such that y > 0, and put z = x + iy. Then
de�ne the function fz : R! C by

fz(t) =
1

t� z =
1

(t� x)� iy ; (t 2 R);

and note that fz is continuous and bounded with supt2R jfz(t)j = y�1. Thus, we
may consider the bounded operators fz(an); fz(a) 2 A. Note then that (using
strong products and sums),

fz(an)� fz(a) = (an � z111)�1 � (a� z111)�1

= (an � z111)�1
�
(a� z111)� (an � z111)

�
(a� z111)�1

= (an � z111)�1(a� an)(a� z111)�1:
(14)

Now, given any positive numbers �; �, we may choose N in N, such that an �
a 2 N(�; �), whenever n � N . Moreover, since kfz(an)k; kfz(a)k � y�1, we
have that fz(an); fz(a) 2 N(y�1; 0). Using then the rule: N(�1; �1)N(�2; �2) �
N(�1�2; �1+�2), which holds for all �1; �2 in ]0;1[ and �1; �2 in [0;1[ (see [Ne74,
Formula 17�]), it follows from (14) that fz(an) � fz(a) 2 N(�y�2; �), whenever
n � N . We may thus conclude that fz(an) ! fz(a) in the measure topology,
i.e. that Lfjfz(an) � fz(a)jg

w! �0, as n ! 1. Using now the Cauchy-Schwarz
inequality for � , it follows that���(fz(an)�fz(a))��2 � �(jfz(an)�fz(a)j2)��(111) = Z 1

0

t2 Lfjfz(an)�fz(a)jg(dt)! 0;

as n!1, since supp(Lfjfz(an)�fz(a)jg) � [0; 2y�1] for all n, and since t 7! t2

is a continuous bounded function on [0; 2y�1].
Finally, let Gn and G denote the Cauchy transforms for Lfang and Lfag

respectively. From what we have established above, it follows then that

Gn(z) = ��(fz(an)) �! ��(fz(a)) = G(z); as n!1;

for any complex number z = x+ iy for which y > 0. By [Ma92, Theorem 2.5],
this means that Lfang

w! Lfag, as desired. �

Conditional expectations in operator algebras

De�nition 32. Let A be an algebra with unit 111, and let B be a sub-algebra of
A, such that 111 2 B. Let further EB : A ! B be a linear mapping, and consider
the two conditions:

(a) EA(b) = b for all b in B.

(b) EB(b1ab2) = b1EB(a)b2 for any a in A and b1; b2 in B.

If EB satis�es condition (a), then it is called a projection of A onto B, and
if EB satis�es both (a) and (b), then it is called a conditional expectation of A
onto B.
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In the C�-algebra setting, i.e. when B is a unital C�-subalgebra of a unital
C�-algebra A, one generally further requires that conditional expectations be
contractive (with respect to the C�-norm), i.e. that

kEB(a)k � kak for all a in A.

In this context we have the following theorem due to J. Tomiyama:

Theorem 33. Let A be a C�-algebra with unit 111, and let B be a C�-sub-algebra
of A, such that 111 2 B.
Then any contractive projection EA from A onto B is automatically a con-

ditional expectation.

For a proof of Theorem 33 we refer to [BO08, Theorem 1.5.10], where the
theorem is proved even for non-unital C�-algebras, and where it is proved addi-
tionally that a contractive projection from a C�-algebra A onto a C�-subalgebra
B is automatically completely positive.
In the context of W �-probability spaces, we have the following fundamental

result (see [BO08, Lemma 1.5.11]).

Theorem 34. Let (A; �) be a W �-probability space, and let B be a von Neu-
mann sub-algebra of A. Then there exists a contractive conditional expectation
EB : A ! B, which further satis�es the following two conditions:

(i) EB is normal (i.e. continuous with respect to the ultra-weak topology on
A).

(ii) EB is trace-preserving, i.e. �(EB(a)) = �(a) for any a in A.

0.1.3 Free products of C�-probability spaces andW �-probability
spaces

In this subsection we establish, loosely speaking, that any family (Ai; �i)i2I of
C�-probability spaces can always be embedded into one C�-probability space
(A; �), in such a way that the Ai�s form a free family of subalgebras of A with
respect to � . The C�-probability space (A; �) is referred to as the reduced free
product of the (Ai; �i), i 2 I. The word �reduced�is included to distinguish A
from the universal free product of the Ai�s in the category of unital C�-algebras.
At the end of this subsection, we brie�y discuss a similar construction in the case
where the C�-probability spaces (Ai; �i) are actually W �-probability spaces, in
which case the reduced free product may also be de�ned as a W �-probability
space.
The C�-algebra A described above is constructed as a subalgebra of B(H),

where H is the Hilbert space free product of the GNS-spaces associated to the
family (Ai; �i)i2I . We start thus by giving the formal de�nition of the free
product of Hilbert spaces. This de�nition involves the notion of tensor products
of Hilbert spaces for which we refer to [KR97, Section 2.6].
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De�nition 35. Let I be an index set, and for each i in I let Hi be a Hilbert
space, and let �i be a speci�c �distinguished� unit vector �i in Hi. For each i
denote by H�

i the orthogonal complement in Hi of �i, i.e.

H�
i = Hi 	 (C�i) = f�i 2 Hi j �i ? �ig:

Then the Hilbert space free product �i2I(Hi; �i) of the pairs (Hi; �i) (or just of
the Hi�s, if the �i�s are understood) is the Hilbert space H given as:

H = C� �
M
n2N

M
i1 6=i2;i2 6=i3;:::;in�1 6=in

H�
i1 
H

�
i2 
 � � � 
 H

�
in :

Here the appearing vector � is merely notation to distinguish a speci�c copy of
the complex numbers. It is assumed that k�k = 1, and � will always be considered
as the distinguished unit vector in H.

For a given family (Ai)i2I of unital C�-algebras represented on Hilbert spaces
(Hi)i2I we describe next a fundamental construction (due to D.V. Voiculescu)
of a family (�i)i2I of representations �i : Ai ! B(H), where H is the Hilbert
space free product of the Hi�s. The construction is presented in two steps.

Constructions

(1) For each i in an index set I, let Hi be a Hilbert space equipped with a
distinguished unit vector �i, and consider the Hilbert space free product
H = �i2I(Hi; �i). For each i in I we consider further the following sub-
Hilbert space of H:

H(i) = C� �
M
n2N

M
i1 6=i2;i2 6=i3;:::;in�1 6=in

i1 6=i

H�
i1 
H

�
i2 
 � � � 
 H

�
in :

We may then, for each �xed i, de�ne a unique mapping Vi : Hi
H(i)! H,
by the requirements:

(i) Vi(�i 
 �) = �.
(ii) Vi(x
 �) = x for all x in H�

i .

(iii) Vi(�i
 (xi1
xi2
� � �
xin)) = xi1
xi2
� � �
xin , whenever n 2 N,
i1; i2; : : : ; in 2 I such that i1 6= i, i1 6= i2, i2 6= i3; : : : ; in�1 6= in, and
xi1 2 H�

i1
; : : : ; xin 2 H�

in
.

(iv) Vi(xi
(xi1
xi2
� � �
xin)) = xi
xi1
xi2
� � �
xin , whenever n 2 N,
i1; i2; : : : ; in 2 I such that i1 6= i, i1 6= i2, i2 6= i3; : : : ; in�1 6= in, and
xi 2 H�

i , xi1 2 H�
i1
; : : : ; xin 2 H�

in
.

It is not hard to check that Vi maps a dense subspace of H 
 H(i) iso-
metrically onto a dense subspace of H, and hence, by continuity, Vi is a
unitary operator from H
H(i) onto H.



0.1. APPENDIX ON OPERATOR ALGEBRAS 27

(2) Let I be an index set, and for each i in I let Ai be a unital C�-algebra.
Consider further, for each i, a representation of Ai on a Hilbert-space
Hi, i.e. a unital �-homomorphism �i : Ai ! B(Hi). Assume also that
each Hi comes equipped with a distinguished unit vector �i, and consider
the Hilbert space free product H = �i2I(Hi; �i) as well as the Hilbert
spaces H(i) introduced in 0.1.3. For each i in I we consider then the
representation �i : Ai ! B(H) of Ai on H given by

�i(a) = Vi(�i(a)
 IH(i))V �i ; (a 2 Ai);

where IH(i) denotes the identity operator on H(i) and Vi is the unitary
operator from H
H(i) onto H constructed in 0.1.3. If we assume that �i
is faithful (and hence an isometry), it follows easily that so is �i. Indeed
for any a in Ai, we have that

k�i(a)k = kVi(�i(a)
 IH(i))V �i k = k�i(a)
 IH(i)k = k�i(a)k = kak

(for the third equality we refer to [KR97, 2.6(16)]).

Proposition 36. For each i in some index set I, let (Ai; �i) be a C�-probability
space, and let (�i;Hi; �i) be the GNS-triplet associated to �i (see the paragraph
preceding Theorem 4).
Consider further the Hilbert space free product H = �i2I(Hi; �i), and for

each i let �i : Ai ! B(H) be the representation of Ai on H introduced in 0.1.3.
Finally let A denote the C�-subalgebra of B(H) generated by

S
i2I�i(Ai)

(i.e. the smallest C�-subalgebra of B(H) containing �i(Ai) for all i), and equip
A with the vector state !� = h��; �i associated to the distinguished vector � in
H.
Then the following statements hold:

(i) For each i the representation �i is faithful, and �i(Ai) is a C�-subalgebra
of A.

(ii) For each i we have that �i = !� � �i.

(iii) The C�-subalgebras �i(Ai), i 2 I, are free in A with respect to !�.

The C�-probability space (A; �) introduced in the proposition above is re-
ferred to as the reduced free product of the C�-probability spaces (Ai; �i), i 2 I.

Proof. (i) For each i the state �i is faithful, and hence the associated GNS-
representation �i : Ai ! B(Hi) is faithful. As explained in 0.1.3, this further
entails faithfulness of �i, and consequently it follows easily that �i(Ai) is a
C�-subalgebra of A 2 .

2 In fact the range of a C�-algebra by a �-homomorphism (faithful or not) will always be a
C�-algebra (see [KR97, Theorem 4.1.9]).
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(ii) For any i in I and a in Ai, the de�nitions of �i and Vi yield that (cf.
(i) in 0.1.3)

!� � �i(a) =


Vi(�i(a)
 IH(i))V �i �; �

�
=


(�i(a)
 IH(i))V �i �; V �i �

�
=


(�i(a)
 IH(i))�i 
 �; �i 
 �

�
=


�i(a)�i 
 �; �i 
 �

�
= h�i(a)�i; �ii � h�; �i = �i(a);

where the last identity follows from the properties of the GNS-representation
associated to �i.
(iii) Consider elements i1; : : : ; in in I, such that i1 6= i2, i2 6= i3; : : : ; in�1 6=

in, and let a1; : : : ; an be elements of Ai1 ; : : : ;Ain , respectively, such that

!�(�i1(a1)) = � � � = !�(�in(an)) = 0:

We must show, that
!�(�i1(a1) � � ��in(an)) = 0:

For each j in f1; : : : ; ng, it follows from (ii), that

!�ij (�ij (aj)) = �i(ai) = !� � �i(a) = 0; i.e. �ij (aj)�ij 2 H0
ij :

From this together with the de�nitions of the �i�s and the Vi�s, we see that (cf.
(i) and (ii) in 0.1.3)

�in(an)� = Vin(�in(an)
 IH(in))V �in� = Vin(�in(an)
 IH(in))(�in 
 �)
= Vin(�in(an)�in 
 �) = �in(an)�in ;

and hence, since in�1 6= in, that (cf. (iii) and (iv) in 0.1.3)

�in�1(an�1)�in(an)� = �in�1(an�1)�in(an)�in
= Vin�1(�in�1(an�1)
 IH(in�1))(�in�1 
 �in(an)�in)
= Vin�1

�
�in�1(an�1)�n�1 
 �in(an)�in

�
= �in�1(an�1)�n�1 
 �in(an)�in :

Continuing like this, we conclude after n steps that

�i1(a1) � � ��in(an)� = �i1(a1)�i1 
 � � � 
 �in(an)�in 2 H0
i1 
 � � � 
 H

0
in ;

so that, in particular, �i1(a1) � � ��in(an)� is orthogonal to �. �

Remark 37. (a) The upshot of Proposition 36 is the following: If we identify
Ai with its image �i(Ai) under the faithful representation �i, then we can
embed all the Ai�s into one large C�-probability space (A; !�) inside which
they become free. Furthermore, statement (ii) asserts in particular that
when we identify a selfadjoint element a from Ai by its image �i(a) in
A, then the spectral distribution �a remains unchanged. Indeed for any
continuous function f on spe(a) = spe(�i(a)) we have thatZ
spe(a)

f d�a = �i(f(a)) = !���i(f(a)) = !��f(�i(a)) =
Z
spe(�i(a))

f d��i(a);
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where the spectral distribution ��i(a) is formed with respect to the vector
state !�.

(b) Suppose that �1 and �2 are two compactly supported probability measures
on R. Then by considering the C�-probability spaces (C(supp(�i));E�i),
i = 1; 2, it follows from the considerations in (a), that we can always
�nd a C�-probability space (A; �), which contains two freely independent
selfadjoint elements a and b, such that �a = � and �b = �. Speci�cally a
and b may be chosen as the identity functions on supp(�a) and supp(�b),
respectively, considered as elements of (A; �). The existence of a and b
with the described properties is crucial e.g. for the de�nition of the free
additive convolution �1 � �2 as the spectral distribution of a+ b.

As mentioned in the previous remark, Proposition 36 makes it possible to
de�ne �1��2 for two compactly supported probability measures as the spectral
distribution of the sum of two freely independent selfadjoint operators with spec-
tral distributions �1 and �2. In order to give a similar description of �1� �2 in
case �1 and/or �2 have unbounded support, one needs to pass toW �-probability
spaces and a result corresponding to Proposition 36 for such probability spaces,
and where the C�-probability space (A; �) is in fact a W �-probability space.
Fortunately, such a result can be obtained by repeating most of the argument-
ation leading to Proposition 36. As von Neumann algebras are always given as
subalgebras of the algebra of all bounded operators on a Hilbert space, there is
no need to invoke the GNS-representation, provided that the considered states
are already given as vector states. Assuming the latter, one may thus replace
the GNS-representation by the identity representation in all the considerations
above, and with this adjustment essentially the same construction as above leads
to the following result:

Proposition 38. For each i in some index set I, let (Ai; �i) be a W �-probability
space, where Ai is a von Neumann algebra acting on a Hilbert space Hi with
distinguished unit vector �i. Assume in addition that �i = h��i; �ii for all i.
Consider further the Hilbert space free product H = �i2I(Hi; �i), and for

each i let �i : Ai ! B(H) be the representation of Ai on H given by

�i(a) = Vi(a
 IH(i))V �i ; (a 2 Ai);

where Vi is the unitary operator constructed in 0.1.3.
Finally let A denote the von Neumann-subalgebra of B(H) generated byS

i2I�i(Ai), i.e. (cf. Theorem 16)

A =
�S

i2I�i(Ai)
�00
;

and equip A with the vector state !� = h��; �i associated to the distinguished
vector � in H.
Then the following statements hold:
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(i) For each i the representation �i is faithful and continuous from Ai in its
ultra weak topology to B(H) in its weak topology. Furthermore �i(Ai) is a
von Neumann-subalgebra of A.

(ii) For each i we have that �i = !� � �i.

(iii) The von Neumann-subalgebras �i(Ai), i 2 I, are free in A with respect to
!�.

For a detailed proof of Proposition 38 we refer to [VoDyNi92]. The W �-
probability space (A; �) introduced in the above proposition is referred to as
the reduced free product of the W �-probability spaces (Ai; �i), i 2 I.

Remark 39. In continuation of Remark 37(b), consider two probability meas-
ures �1; �2 on R with (possibly) unbounded support. Then by application of
Proposition 38 to the W �-probability spaces (L1(�i);E�i), i = 1; 2, we obtain
a W �-probability space (A; �) containing L1(�1) and L1(�2) as two free von
Neumann subalgebras. The corresponding two copies of the identity function
on R then serve as to freely independent operators a¢ liated with (A; �) with
spectral distributions �1 and �2, and �1 � �2 may be realized as the spectral
distribution of their sum. Condition (ii) in Proposition 38 further ensures (as
in Remark 37(a)) thatZ

R
f(t)�i(dt) = �(f(ai)); (i = 1; 2);

for any bounded Borel function f : R! R.
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